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Robotic Disassembly Sequence Planning with Backup Actions

Yuanjun Laili, Member, IEEE, Xiang Li, Yongjing Wang, Lei Ren, Member, IEEE, and Xiaokang Wang

Abstract—A key step in remanufacturing is disassembly of the 'core', or the returned product to be remanufactured. Disassembly sequence planning is challenging, due to uncertainties in the conditions of the cores. Rust, corrosion, deformation and missing parts may require disassembly plans to be changed and adapted frequently. Conventional industrial automation that usually serves in repetitive and structured activities may fail when it is applied to disassembly. This research investigates the flexible sequencing of robotic disassembly in the presence of failed automation operations and develops online recovery by incorporating backup actions. It starts with modeling the time and success rate of a backup action. The expected disassembly time and completion rate of a disassembly plan are deduced according to the failure probability of both the operations and their backup actions. A bi-objective optimization model for disassembly sequence planning is established using a dual-selection multi-objective evolutionary algorithm. Two solution selection criteria are combined to produce potential offspring candidates in each evolutionary generation. Experimental results show that the backup actions allow efficient recovery from automation and can potentially improve the robustness of robotic disassembly.

Note to Practitioners—This research was motivated by the development of automated disassembly techniques. Industrial automation techniques usually use pre-determined operation motions. Robotic disassembly using such an approach may fail due to uncertainties in the condition of the products (e.g. positioning and geometry). This paper introduces backup actions for disassembly sequence planning and describes the logic and reasoning of their implementation. Our proposed method can theoretically increase the completion rate of automated robotic disassembly. Experimental studies suggested that backup actions are efficient in providing a reliable disassembly sequence, and thus can improve the robustness of robotic disassembly. In future research, we will implement typical backup actions and establish an automated disassembly process with a re-planning module.

Index Terms—robotic disassembly; sequence planning; backup actions; multi-objective evolutionary algorithm

I. INTRODUCTION

Autonomous disassembly using robots has been proposed to replace costly and inefficient manual disassembly [1]. It requires the automatic generation of efficient disassembly plans, which describe the sequence of parts during the disassembly [2], [3].

The end-of-life (EOL) products' complex and unknown condition requires disassembly sequence plan to be flexible. However, current industrial automation systems are designed mostly for pre-determined and repetitive tasks and cannot deal with such a high-level of uncertainty [4].

Some aspects of uncertainty in EOL products and their effects on disassembly sequence planning have been studied in the literature. For example, disassembly time was seen as a normal distribution or a fuzzy system [2], [5], and a product's condition can be recognized through feature identifications [6]. Human-robot collaboration in disassembly (i.e. cobotic disassembly) was also proposed to deal with uncertainties [7].

Uncertainties (e.g. rusted bolts and jammed bearings) may also cause a robotic disassembly operation to fail. The issue of failure has been discussed in disassembly line balancing problem where preventive and destructive strategies were proposed [8]. The research assumed the failures were repairable or skippable and a sequence plan could always be executed successfully.

In practice, a predetermined sequence plan can be easy to fail due to uncertainties in EOL products. Such a lack of robustness makes the implementation of disassembly automation difficult. The motivation of this research is to identify a strategic approach to improve the robustness of disassembly sequence planning.

There are three common actions to remove a component when the pre-assigned operation fails: changing the disassembly direction, adjusting the pre-assigned operation with an auxiliary action such as vibration, and changing the disassembly tool. For instance, the method to remove a jammed bearing include pulling from different direction, pulling while applying vibration, and using a different tool. These actions perform the role of backup in disassembly processes. If the pre-determined operation fails, one or a combination of these operations can be triggered, and increase the completion rate of a sequence plan.

Therefore, our research studies failure in robotic disassembly sequence planning, and proposes to use three types of backup actions to deal with disassembly failures (e.g. unable to remove a jammed bolt). Backup actions are the additional operations following the failed removal of a component.

The main contribution of this paper are as follows.

1) This paper proposes to use backup actions to deal with disassembly failures. Three possible backup actions are introduced.

2) This paper re-models the optimization of robotic disassembly sequence planning by incorporating backup actions.
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(3) A dual-selection multi-objective evolutionary algorithm, DS-MOEA, is proposed to solve this disassembly sequence planning problem. It combines two selection rules from the non-dominated sorting genetic algorithm III (NSGA-III) [9] and an indicator-based evolutionary algorithm (IBEA) [10] to find more evenly distributed non-dominated solutions. This paper also modifies the precedence preservation crossover (PPX) proposed in [11] and provides a problem-specific mutation to update the individuals. Three case studies are given to verify the planning model and the algorithm. Experimental results show that backup actions improve the expected completion rate greatly. The proposed algorithm outperforms four other classical algorithms by identifying better sequence plans with much higher completion rate.

The remaining sections of this paper are as follows. Section II provides a brief overview of robotic disassembly sequence planning. Section III describes a re-formulated mathematical model of robotic disassembly sequence planning, considering three types of backup actions. The structure and operators of the DS-MOEA are introduced in Section IV. Then section V demonstrates the use of backup actions and the proposed DS-MOEA on three case studies. Finally, some conclusions are given in Section VI.

II. RELATED WORKS

This section briefly introduces state-of-the-art research on robotic disassembly sequence planning.

A. Mathematical Representation of Robotic Disassembly Sequence Planning

A variety of mathematical representations have been developed to model the relationship of a product’s components, including the AND/OR graph, disassembly tree and interference matrices [12], [13]. In the context of using robots in disassembly, sequence planning concerns not only the disassembly sequence of the components and subassemblies [14], but also the disassembly directions [15]. An interference matrix is a popular tool for robotic disassembly planning, due to its capability of providing information concerning the directions.

Among the studies using interference matrices, many have assumed that both the product structure and the time to remove each component are fixed [16], [17]. Viewing disassembly time as a variable also has its place in the literature. For example, the component recovery type and material type have been assumed that the disassembly sequence can be the reverse of the assembly sequence. Hence, methods designed for assembly processes have been adapted to disassembly [26]. Ghandi et al. [3] summarized eight types of methods that can be used for simple assembly and disassembly sequence planning.

One of the most commonly used methods is a genetic algorithm (GA) based on PPX. Research focusing on designing better optimization algorithms [27], [28] tends to ignore the possible failure caused by uncertain product conditions.

To implement automated disassembly, a vision system has been introduced to detect detachable components to guide sequence planning online [29]. A majority of the above sequence planning methods assume that the condition of a product is known. It is difficult to apply the methods when the component interference relationships are uncertain due to rust, corrosion and deformation.

There are pioneering attempts to deal with uncertainties in the returned products by integrating stochastic simulation in a GA for disassembly sequence planning [30]. However, this method was designed from the perspective of economic return. The technical method to deal with uncertainties and automation failure has still not been developed.

In summary, existing research on disassembly sequence planning tends to use the following assumptions: (1) all components can be removed without failure; (2) the disassembly time of removing each component is pre-determined without change; (3) the transition time between two components is determined by the product structure and the preassigned disassembly tool.

The uncertainty of disassembly is not reflected in the above assumptions. The method for increase the completion rate of a disassembly sequence plan has not been established.

III. PROBLEM FORMULATION

The aim of this research is to incorporate backup actions in disassembly sequence planning to deal with failures. The main notations in the rest of this paper are defined in Table I.

A. Problem Preliminaries

Information about the direction of disassembly is contained in an interference matrix. An interference matrix can represent a product as defined in Eq. (1).

\[
I = \begin{bmatrix}
0 & I_{12} & \cdots & I_{1n} \\
I_{21} & 0 & \cdots & I_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
I_{n1} & I_{n2} & \cdots & 0
\end{bmatrix},
\]  

(1)

where \( I_{ij} = [I_{i,j1}, I_{i,j2}, \ldots, I_{i,jD}] \) is a binary vector describing whether component \( j \) obstructs the removal of component \( i \) along \( D \) directions. If \( I_{ijk}, k \in [1, D] \) is 1, it means component \( j \) is an obstruction for component \( i \) in direction \( k \). Otherwise, it is 0. \( n \) refers to the number of components. The diagonals of \( I \) are all zero since a component does not obstruct itself.

An interference matrix provides information about the available disassembly directions of each component. This is the main reason that this research paper adopts interference
Matrices and sets
to lay i.e., Number of disassembly directions A sequence plan’s total time in The success rate of the Fig. 1. In The velocity of dismantling back The velocity of dismantling find prod de are Expected time of disassembling those shown an in ma the the q of as Number of candidate elements in fas can of of cor Each can of the pre com that An strat aux only com se pos sub can that de is be the be ac en be the Interference matrix of a product in [31]. of disassembly directions The tool for removing moves F4 the the the Direction change time from rules A population of a MOEA Parameters Direction change time from Direction change time from by the original operation The velocity of dismantling xj as an auxiliary recovery action, i.e., the second type of backup action The setup time of dismantling xj as an auxiliary recovery action, i.e., the second type of backup action The tool for removing xj The tool change time from an old tool λj to a new tool λ′ j The operational time of removing xj by λ′ j A binary label to record the actual recovery result of the kth action in a disassembly process An inertia to accept new experience for updating qk Failure probability of the original operation for removing xj Failure probability of disassembling xj when a backup action is applied Expected time of disassembling xj Size of a MOEA’s population Probability of a mutation operator A sequence plan’s total time Decision variables The ith element to be removed in a disassembly sequence The selected directions from which xi is removed A flag determines whether the kth backup action is prepared for xi Table I: The main notations defined in this paper

<table>
<thead>
<tr>
<th>Notations</th>
<th>Matrices and sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>Interference matrix of a product</td>
</tr>
<tr>
<td>S</td>
<td>Layered candidate set [31] involving detachable components and subassemblies</td>
</tr>
<tr>
<td>d_i</td>
<td>List of directions from which E_i can be removed</td>
</tr>
<tr>
<td>b</td>
<td>Boundary list of S. It records the endpoints of layers</td>
</tr>
<tr>
<td>P</td>
<td>A population of a MOEA</td>
</tr>
<tr>
<td>U</td>
<td>The Pareto set maintained in a MOEA</td>
</tr>
<tr>
<td>F_i</td>
<td>The ith non-dominated level of P using the fast non-dominated sorting strategy</td>
</tr>
</tbody>
</table>

Notations | Parameters |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Number of disassembly directions</td>
</tr>
<tr>
<td>E_i</td>
<td>The ith detachable element in S. It can be either a component or a subassembly</td>
</tr>
<tr>
<td>m</td>
<td>Number of candidate elements in S</td>
</tr>
<tr>
<td>l</td>
<td>Number of layers in S</td>
</tr>
<tr>
<td>η_{E_i,k}</td>
<td>The success rate of the kth backup action for removing x_i</td>
</tr>
<tr>
<td>τ_{E_i,k}</td>
<td>The time for executing the kth backup action to remove x_i</td>
</tr>
<tr>
<td>z_{x_i}</td>
<td>Time taken in dismantling x_i (without backup action)</td>
</tr>
<tr>
<td>φ_{y_i,y_{i+1}}</td>
<td>Direction change time from y_i to y_{i+1}</td>
</tr>
<tr>
<td>p_{x_{j}}</td>
<td>The velocity of dismantling x_j by the original operation</td>
</tr>
<tr>
<td>ν'<em>{x</em>{j}}</td>
<td>The velocity of dismantling x_j as an auxiliary recovery action, i.e., the second type of backup action</td>
</tr>
<tr>
<td>χ_{x_i,2}</td>
<td>The setup time of dismantling x_j as an auxiliary recovery action, i.e., the second type of backup action</td>
</tr>
<tr>
<td>λ_{x_{j}}</td>
<td>The tool for removing x_j</td>
</tr>
<tr>
<td>φ_{λ_{x_{j}},λ'_{j}}</td>
<td>The tool change time from an old tool λ_j to a new tool λ′ j</td>
</tr>
<tr>
<td>ψ_{λ_{x_{j}},λ'_{j}}</td>
<td>The operational time of removing x_j by λ′ j</td>
</tr>
<tr>
<td>Λ</td>
<td>A binary label to record the actual recovery result of the kth action in a disassembly process</td>
</tr>
<tr>
<td>Δ</td>
<td>An inertia to accept new experience for updating q_k</td>
</tr>
<tr>
<td>r_{x_{j}}</td>
<td>Failure probability of the original operation for removing x_j</td>
</tr>
<tr>
<td>p_{x_{j}}</td>
<td>Failure probability of disassembling x_j when a backup action is applied</td>
</tr>
<tr>
<td>τ_{x_{j}}</td>
<td>Expected time of disassembling x_j</td>
</tr>
<tr>
<td>n</td>
<td>Size of a MOEA’s population</td>
</tr>
<tr>
<td>p_{m}</td>
<td>Probability of a mutation operator</td>
</tr>
<tr>
<td>t</td>
<td>A sequence plan’s total time</td>
</tr>
</tbody>
</table>

Notations | Decision variables |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>x_i</td>
<td>The ith element to be removed in a disassembly sequence</td>
</tr>
<tr>
<td>y_i</td>
<td>The selected directions from which x_i is removed</td>
</tr>
<tr>
<td>z_{x_i,k}</td>
<td>A flag determines whether the kth backup action is prepared for x_i</td>
</tr>
</tbody>
</table>

When multiple components interfere with one another, the two-pointer detection strategy [31] finds subassemblies (formulated by interlocked components) by allocating the start point and the end point of the interconnected components.

Take the product shown in Fig. 1 as an example, one assumes that the faster F4 is undetachable due to corrosion. Its interference matrix can be shown in the right side of Fig. 1. The process of the two-pointer detection strategy for finding possible subassemblies can be shown in Fig. 2. It uses a forward pointer k and a backward pointer q to find dependent components that can be removed in combination. In each step of the detection, k moves to the component which impedes the current one, while q moves back to the earliest dependent component which impedes the component pointed by k. Details of the strategy can be found in [31].

In each step, detected components and subassemblies form a candidate subset, and removed from the interference matrix. The next step performs the same detection method to generate a new candidate subset. This step is performed in iterations until all components are removed from the interference matrix. The candidate subsets generated in different iterations form a structure of multiple layers, termed a layered candidate set S. Denoting the number of elements to be disassembled as m = |S| and the number of layers (i.e., subsets) as l, a layered candidate set can be expressed by Eq. (3).

\[ S = \{S_1 | S_2 | \cdots | S_l\} = \{E_1 \circ d_1, \cdots, E_b \circ d_b, E_{b_1+1} \circ d_{b_1+1+1}, \cdots, E_{b_{l-1}} \circ d_{b_{l-1}+1}, \cdots, E_m \circ d_m\} \] (3)

where \( S_j = \{E_{b_{j-1}+1} \circ d_{b_{j-1}+1+1}, \cdots, E_{b_j} \circ d_{b_{j+1}}\}, j \in [1,l] \) is a layer representing a group of detachable elements. \( E_i \) represents a component or a subassembly, while the list \( d_i \) defines the available directions from which \( E_i \) can be removed. The size of \( d_i \) satisfies \( 0 < |d_i| < D \). A boundary list \( b = \{b_1, b_2, \cdots, b_{l-1}\} \) is also introduced to record the endpoint of each layers.

Assigning a specific order to the elements in each layer will generate a complete sequence. An element in the disassembly sequence can be swapped only with those in the same layer. Two elements belonging to different layers are non-exchangeable. \( S_{j+k}, j, k \in [1, l - 1] \) is the predecessor of the target elements in \( S_{j+k}, j \in [1, l - 1] \). These rules ensure that
The sequence does not violate the precedence constraint defined in the interference matrix.

The layered candidate set of the example product generated by the two-pointer detection strategy can be illustrated by Fig. 3. It is represented as \( \{ F_1 \circ [Y^-], F_2 \circ [X^+] \} \cup \{ \{ C_1, C_3, F_3 \} \circ [X^+, Y^{-}], \{ C_2, C_4, F_4 \} \circ [X^+, Y^{-}] \} \), which includes four layers. The first layer has two components, which can be disassembled from the direction \( Y^- \) and the direction \( X^+ \), respectively. The second layer has two subassemblies, \( \{ C_1, C_3, F_3 \} \) and \( \{ C_2, C_4, F_4 \} \), which can be disassembled from two directions, \( [X - Y^+] \) and \( [X + Y^-] \), respectively. The third layer has only one component \( F_3 \), which can be removed from only the \( X^+ \) direction; while the fourth has two components. According to the layered candidate set, there are eight \((2 \times 2 \times 1 \times 2 = 8)\) possible disassembly plans in total.

The disassembly sequence planning problem is to find an optimal sequence \( \{ x_1, x_2, \ldots, x_m \} \) and directions \( \{ y_1, y_2, \ldots, y_m \} \) of removing the \( m \) elements in the candidate set \( S \). The \( i \)th \((i < m)\) element to be removed in the sequence is defined as \( x_i \), while the operating direction for \( x_i \) is \( y_i \).

### B. Backup Actions

As a task failure can happen in any step of a disassembly sequence, every disassembly operation to remove element \( x_i \) in a disassembly sequence has a failure probability \( r_{x_i} \).

Backup actions are additional actions to disassemble a target when a failure is detected. Each action requires a certain amount of time and has a probability to recover a disassembly process from a failure. A robot does not have the intelligence to select the most appropriate backup action following a failure. Thus, we incorporate the selection of the backup actions with the aim to establish a reliable automated disassembly sequence plan.

Three types of backup actions are discussed in this paper, i.e., direction change action, auxiliary recovery action, and tool change action.

A direction change action performs the original operation in another direction, it requires a short time to adjust the direction of robotic manipulator and re-perform the disassembly operation. Suppose the basic disassembly time of \( x_i \) is \( t_{x_i} \), and the direction change time from a direction \( y \) to \( y' \) is \( \varphi_{y,y'} \), the time of a direction change action for handling the target \( x_i \) can be estimated according to Eq. (4).

\[
\tau_{x_i,1} = t_{x_i} + \varphi_{y,y'}
\]

An auxiliary recovery action performs an operation, such as applying vibration additional to the original operation. The time of such an auxiliary recovery action is determined by its setup time and the EOL condition of the target component. For example, if a long shaft is jammed due to corrosion and rust, applying vibration while pulling at a low speed can help to extract the shaft. The time of this backup action is determined primarily by the velocity of the pulling. Let the original velocity of dismantling \( x_i \) to be \( \nu_{x_i} \), and the new velocity (while an auxiliary recovery action is applied) to be \( \nu'_{x_i} \), the setup time of this action is \( \chi_{x_i,2} \), the time of an auxiliary recovery action (i.e., the second type of back action) can be estimated by Eq. (5). The two velocities and the setup time are three pre-known parameters in the disassembly process.

\[
\tau_{x_i,2} = \chi_{x_i,2} + t_{x_i} + \frac{\nu_{x_i}}{\nu'_{x_i}}
\]

A tool change action adopts a new tool to remove the target component. This may involve complex tasks, such as using heat gun, adopting hammer to loosen the target, and using cutter or drill. Therefore, this type of action can be non-destructive or destructive. The time of a tool change action for an element \( x_i \) is the summation of the time to change from an old tool \( \lambda_i \) to the new tool \( \lambda'_i \), defined as \( \phi_{\lambda_i,\lambda'_i} \), the operational time by the new tool, denoted as \( \zeta_{x_i,\lambda'_i} \), the time to change back to original tool \( \phi_{\lambda'_i,\lambda_i} = \phi_{\lambda_i,\lambda'_i} \), and the basic operational time to remove the target. Since destructive is available in this type of action, its success rate is higher than the other two actions.

\[
\tau_{x_i,3} = 2\phi_{\lambda_i,\lambda'_i} + \zeta_{x_i,\lambda'_i} + t_{x_i}
\]

The success rate of a backup action can be obtained from practice empirically. One simple way is to set the success rate of the action as 1 initially, and update it according to the actual recovery result when task failure happens. Let the success rate of a backup action of type \( k \) for removing \( x_i \) to be \( q_{x_i,k} \), it can be updated by Eq. (7).
\( q^{(new)}_{x_i,k} = \Delta q^{(old)}_{x_i,k} + (1 - \Delta)\Lambda, \) (7)

where \( \Lambda \) is a binary label to denote the actual recovery result of the \( k \)th action in a disassembly process. \( \Lambda = 1 \) represents the target element is successfully disassembled by the backup action. Otherwise, \( \Lambda = 0 \). \( \Delta \) is an inertia to accept new experience for updating \( q_{x_i,k} \).

It should be noted that whether the first action is applicable to the \( i \)th element in \( S \) depends on its direction set \( d_i \). If there is merely one possible direction in \( d_i \) to disassemble \( E_i \), the direction change action would be invalid and thus the other two options should be chosen directly.

C. Assumptions

Since backup actions can be one of the above types or a series of operations including direction change, tool change and auxiliary adjustments, this paper only consider the simplest backup actions. To clarify the scope of this work, the following assumptions are made:

1. Each operation removes a component or a subassembly.
2. The basic disassembly operation is executed at a fixed time.
3. Tool change and direction change are performed automatically at a standard speed.
4. Each operation is carried out in linear movements along principal directions only.
5. Three simple backup actions, i.e., direction change action, auxiliary recovery action, and tool change action are predetermined for each possible disassembly step. They are applied in a fixed order.
6. If the basic disassembly operation and the three backup actions are all failed, the disassembly process will terminate.
7. Both the basic disassembly operation and the backup actions do not change the disassembly relationships of the remaining components.

Therefore, the model established in this paper is applicable only in the scenarios that a robotic manipulator disassembles an EoL product using predetermined linear motions. The manipulator is limited into six degrees of freedom. The backup actions are also simplified as the above three short attempts. The complex cases which requires more than three backup actions and some combination actions are not considered in this paper. For example, the case that both a tool change action and some more auxiliary actions are required after attempting the first two backup actions is excluded from the model.

D. Expected Disassembly Time and Completion Rate

To incorporate the selection of backup actions as decision variables, this paper denotes \( z_{i,k}, i \in [1,m], k \in [1,3] \) as a binary variable of determining whether the \( k \)th backup action is adopted to disassemble the element \( x_i \). For example, \( z_i = \{z_{i,1}, z_{i,2}, z_{i,3}\} = 010 \) means that only the auxiliary recovery action is adopted to remove \( x_i \) if a failure happens. When multiple backup actions are adopted, the three actions are applied sequentially. For instance, \( z_i = \{z_{i,1}, z_{i,2}, z_{i,3}\} = 101 \) means that the first and the third backup actions are planned.

When a failure happens, the first backup action is applied to remove \( x_i \). If \( x_i \) is still unremovable, the third backup action will be applied.

The original failure probability to disassemble \( x_i \) has been defined as \( r_{x_i} \). Let the success rate of the \( k \)th backup action for removing \( x_i \) as \( q_{x_i,k} \), Eq. (8) defines the failure probability of disassembling \( x_i \) when backup actions are prepared.

\[
p_{x_i} = r_{x_i} \prod_{k=1}^{3} (1 - z_{i,k} q_{x_i,k})
\] (8)

The basic time taken in dismantling \( x_i \) has been defined to \( t_{x_i} \), and the direction change time between two directions \( y_i \) and \( y_{i+1} \) is \( \varphi_{y_i,y_{i+1}} \). Metrics proposed by Kroll et al. can be used to estimate \( t_{x_i} \) [32]; while metrics proposed by Liu et al. can be used to estimate the transition time \( \varphi_{y_i,y_{i+1}} \) [15]. Marconi et al. propose analyzing historical data for these estimation [33]. Accordingly, the expected disassembly time \( \bar{t}_{x_i} \) for \( x_i \) with backup actions can be calculated by using Eq. (9).

\[
\bar{t}_{x_i} = \begin{cases} 
& t_{x_i} + \varphi_{y_i,y_{i+1}} + r_{x_i} z_{i,1} \tau_{x_i,1} + r_{x_i} (1 - z_{i,1} q_{x_i,1}) z_{i,2} \tau_{x_i,2} 
+ r_{x_i} (1 - z_{i,1} q_{x_i,1}) (1 - z_{i,2} q_{x_i,2}) z_{i,3} \tau_{x_i,3} 
+ r_{x_i} (1 - z_{i,1} q_{x_i,1}) z_{i,2} \tau_{x_i,2} 
+ r_{x_i} (1 - z_{i,1} q_{x_i,1}) (1 - z_{i,2} q_{x_i,2}) z_{i,3} \tau_{x_i,3} 
& \text{if } i < m \\
& t_{x_i} + r_{x_i} z_{i,1} \tau_{x_i,1} + r_{x_i} (1 - z_{i,1} q_{x_i,1}) z_{i,2} \tau_{x_i,2} 
+ r_{x_i} (1 - z_{i,1} q_{x_i,1}) (1 - z_{i,2} q_{x_i,2}) z_{i,3} \tau_{x_i,3} 
& \text{if } i = m 
\end{cases}
\] (9)

If applying the selected backup actions still cannot remove \( x_i \), the disassembly process will terminate and request manual checks and remedy by a human worker. In this case, the overall disassembly time of a sequence plan upon the termination is formulated by Eq. (10).

\[
T = p_{x_1} \bar{t}_{x_1} + (1 - p_{x_1}) p_{x_2} \sum_{i=1}^{2} \bar{t}_{x_i} + \sum_{i=1}^{2} (1 - p_{x_i}) (1 - p_{x_2}) p_{x_{m-1}} \\
- p_{x_2} p_{x_3} \sum_{i=1}^{2} \bar{t}_{x_i} + \cdots + \sum_{j=1}^{m-2} (1 - p_{x_j}) p_{x_{m-1}} \\
\sum_{i=1}^{m-1} t_{x_i} + \sum_{j=1}^{m-1} (1 - p_{x_j}) \sum_{i=1}^{m-1} \bar{t}_{x_i} \\
= p_{x_1} \bar{t}_{x_1} + \sum_{s=2}^{m-1} \left( \prod_{j=1}^{s-1} (1 - p_{x_j}) p_{x_s} \sum_{i=1}^{s} \bar{t}_{x_i} \right) \\
+ \prod_{j=1}^{m-1} (1 - p_{x_j}) \sum_{i=1}^{m-1} \bar{t}_{x_i}
\] (10)

If a disassembly terminates at the first task \( x_1 \), the overall disassembly time is \( \bar{t}_{x_1} \) only. The probability that the process terminates at the \( i \)th \((1 < i < m)\) task to disassemble \( x_i \) is \((1 - p_{x_1}) \cdots (1 - p_{x_{i-1}}) p_{x_i}\). The expected time to remove \( m \) elements is \( \sum_{i=1}^{m} t_{x_i} \).

Accordingly, the completion rate of the sequence plan is defined as \( \bar{t} \) and can be calculated as in Eq. (11). The numerator represents the number of successful operations, and
the denominator is the total number of elements \( m \) to be disassembled.

\[
\Upsilon = \left[ p_{x_1} + \sum_{s=2}^{m-1} \left( \sum_{j=1}^{s-1} (1 - p_{x_j})p_{x_s} \right) \right] / m
\]

(11)

E. Mathematical Model

In summary, the robotic disassembly sequence planning problem with backup actions contains \( m + m + 3m = 5m \) variables as follows.

1. \( \{x_1, x_2, \ldots, x_m\} \) defines the sequence of the candidate elements to be disassembled. Each variable \( x_i, i \in [1, m] \) is an integer range from 1 to \( m \);
2. \( \{y_1, y_2, \ldots, y_m\} \) designates the direction to disassemble an element in the above sequence. Each variable \( y_i, i \in [1, m] \) is an integer range from 1 to \( D \);
3. \( \{z_{x_1,1}, z_{x_1,2}, z_{x_1,3}, \ldots, z_{x_m,1}, z_{x_m,2}, z_{x_m,3}\} \) determines whether the three types of backup actions are prepared for disassembling the elements in the above sequence. Each variable \( z_{x_i,j}, i \in [1, m], j \in [1, 3] \) is a bool number.

The main objectives of this research are to minimize the total disassembly time and maximize the completion rate of a disassembly sequence.

\[
\begin{align*}
(1) \text{Minimize } & T \\
(2) \text{Maximize } & \Upsilon
\end{align*}
\]

subject to,

1. \( 1 < x_i < m \)
2. \( \forall i, j \in [1, m], i \neq j \Rightarrow x_i \neq x_j \)
3. \( \forall i \in [1, m], y_i \in d_{x_i} \)
4. \( \forall i \in [1, m], z_{x_i,1} = 0, if |d_{x_i}| = 1 \)

In the above list of constraints, (1) and (2) confine the first \( m \) variables to be a sequence in the range of \([1, m]\). In constraints (3) and (4), \( d_{x_i} \) is the possible direction set in the disassembly of \( x_i \). Constraint (3) ensures the directions are valid as defined by the layered candidate set \( S \). If only one direction is available, the size of the corresponding direction list is 1, i.e. \( |d_{x_i}| = 1 \). In this case, the direction change action is unavailable. Thus, constraint (4) defines the optional backup actions depending on whether the element \( x_i \) can be removed from another direction.

IV. THE DUAL-SELECTION MULTI-OBJECTIVE EVOLUTIONARY ALGORITHM

According to the above analysis, the solutions with high completion rate requires a long disassembly time, while the ones with low completion rate will be terminated in a short time. By introducing the completion rate as an objective of the disassembly sequence planning problem, the solution space is broadened greatly. The challenge is that, the existing method cannot find evenly distributed Pareto solutions in a short time. To overcome this challenge, this paper proposes a DS-MOEA, which incorporates two selection schemes from the NSGA-III and the IBEA to obtain a group of diverse evolution candidates. Based on the individual structure shown in Eq. (12), the framework of the DS-MOEA is shown in Fig. 4.

The process uses three populations, \( P, P' \) and \( P'' \), and a Pareto set \( U \); \( n \) offspring are generated in each generation. \( P \) represents a union set consisting of \( 2 \cdot n \) solutions (i.e. individuals); \( P' \) is a mating pool for parent individuals. It contains \( n \) potential and diverse individuals selected from \( P \). \( P'' \) is the offspring population randomly selected from the parent individuals in \( P' \). The \( n \) solutions of \( P'' \) are then used to update \( U \) by a domination check [34]. In this step, the maximum size of \( U \) is set as \( U_m \). If \( |U| > U_m \), the individual of the minimum crowd distance is removed from \( U \). Then \( P' \) and \( P'' \) are combined to form the new union set in the next iteration.

A. The Dual-selection Strategy for Solution Exploration

The solution selection acts as the primary criteria dividing the state-of-the-art MOEAs into three categories: Pareto-based algorithm, decomposition-based algorithm and indicator-based algorithm. Decomposition-based algorithm maintains representative individuals along a group of weight vectors; while the other two find the evolutionary seeds from a union set. To preserve a higher individual diversity in each iteration, this paper combines the selection schemes of both the NSGA-III and the IBEA as shown in Fig. 4.

In the first-round selection, the population \( P \) is sorted to several non-dominated levels \( \{ F_1, F_2, \ldots, F_{l}, \ldots \} \) using the fast non-dominated sorting strategy. The individuals from the first \( l \) fronts, which satisfy \( \sum_{i=1}^{l} |F_i| \leq \frac{n}{2} \), are selected in the mating pool. If \( \sum_{i=1}^{l} |F_i| = \frac{n}{2} \), the first-round selection is finished directly. Otherwise, the individuals of \( F_{l+1} \) are normalized by an ideal point in line with a group of evenly
distributed weight vectors. A set of reference points are also introduced to define the perpendicular distances between the individuals and the reference lines. The individuals in $F_{l+1}$ which associate the reference point with the smallest niche are selected to fill the mating pool $P'$ until the size of $|P'|$ reaches $\frac{3}{2}$. The details of the adaptive normalization, association and niche-preservation operation are available in [9].

In the second-round selection, the $\varepsilon$-indicator is introduced to designate a scalar fitness value to each individual of $P$. The rest of the individuals of the higher $\varepsilon$-indicator are selected through a binary tournament process. To be specific, two individuals are picked arbitrarily at a time and the one with the better $\varepsilon$-indicator is put into $P'$. The mating pool $P'$ will be filled in $\frac{3}{2}$ times from a random selection.

The dual-selection strategy is summarized in Fig. 5. $\frac{3}{2}$ individuals of $P'$ are selected from the first $l + 1$ front levels, while the rest $\frac{3}{2}$ individuals are selected by $\varepsilon$-indicator-based tournament selection. Thus, potential individuals that are not in the first fronts but with high $\varepsilon$-indicators can be selected to improve the diversity of the mating pool $P'$. The proposed selection process ensures that the potential individuals selected by using either evaluation criterion are embraced.

It is worth noting that Pareto non-dominated selection is always performed before the indicator-based selection. Otherwise, the association-based niche-preservation operation will be carried out for a front level ranking far behind the original one, and thus potential individuals with either a low domination level or a better indicator will be neglected.

Fig. 5. The dual-selection process of the DS-MOEA

B. The Variation Operators for Solution Exploitation

According to Eqs. (10) and (11), the success rate of each disassembly step is highly dependent on the previous step. The sequence considering dependent failure probabilities cannot be separated as independent blocks and it is inappropriate to calculate the disassembly time and success rate of a single block. Hence, many efficient operators [26], [35] cannot be applied to the model proposed in this paper. This paper adopts a simple precedence preservation-based operator to find new solutions in each generation. As the sequence to be optimized is followed by the direction and backup variables, a modified PPX and a bisectional mutation operator are designed to change the order of a detachable element, its direction, and the backup action choices.

Fig. 6. An example of the modified PPX operator

A solution can be regarded as a matrix of three rows: the disassembly order, disassembly direction, and backup action choices. Each step of the PPX performs on a column. An example of the modified PPX is demonstrated in Fig. 6. It includes two steps of information exchange. In the first step, a group of $m$ random numbers are generated. If a random number $r_k$, $k \in [1, m]$ is lower than 0.5, the leftmost column of parent 1 is adopted to the offspring individual as its $k$th column. Otherwise, the leftmost column of parent 2 is assigned as the $k$th column of the offspring. The corresponding disassembly element in both parents is then removed after the assignment. Not only are the precedence constraints maintained from this operator, but the directions and backup actions corresponding to each element in different parents are interchangeably inherited to the offspring. In the next step, two elements of the child individual are selected randomly, three random numbers $\{r'_1, r'_2, r'_3\}$ are generated to determine whether their backup actions are exchanged. If $r'_k$, $k \in [1, 3]$ is larger than 0.5, the backup action-related variables of the two elements are exchanged.

The bisectional mutation is designed as shown in Fig. 7. It uses two random numbers $r_1$ and $r_2$ to generate a two-layer decision. The first layer decides whether the sequence variation or the element-wise variation is to be performed. When $r_1 < 0.5$, the sequence variation operator will locate a layer of the candidate set that contains more than one detachable element, and mutate the sub-sequence by internal element exchange. Similar to the PPX operator, the internal element exchange includes the swapping of two elements, $x_i$ and $x_j$, but also their directions and backup action choices, i.e., $y_i$ and $y_j$ as well as $z_i$ and $z_j$. On the contrary, if the element-wise variation is adopted, the second random number $r_2$ provides equal probability to change either the direction or the backup action of the element. If $r_2 < 0.5$, the operator will find an element that can be removed from multiple directions and arbitrarily change its disassembly direction. Otherwise, the backup action of a randomly chosen element will be changed accordingly.

It should be noted that the modified PPX operator is performed $n$ times with probability one in each iteration to generate $n$ offspring individuals. The bisection mutation
The process of the bisectional mutation operator is performed with probability $p_m$ to update these new individuals to build the offspring population $P''$. 

### C. Time Complexity of The DS-MOEA

The proposed DS-MOEA applies four steps, i.e. the fast non-dominated sorting; association and niche-preservation-based individual selection; $\varepsilon$-indicator-based fitness assignment; and tournament selection, to select candidate individuals; and then adopts a modified PPX operator and a bisectional mutation operator to produce new individuals.

The fast non-dominated sorting step requires $O(n^2)$ times, where $n$ represents the number of individuals produced in each generation. The association and niche-preservation-based individual selection step requires $O(n/2) = O(n)$. As the $\varepsilon$-indicator-based fitness assignment step and the tournament selection step require $\frac{n}{2} + \frac{n}{2}$ times, the time complexity of the dual-selection strategy is $O(n^2)$, which is the same as in the NSGA-III.

The modified PPX operator and the bisectional mutation operator require $O(n \times m)$ and $O(n)$ respectively, where $m$ represents the number of target elements, i.e. the components and subassemblies to be disassembled.

Thus, the overall time complexity of the proposed algorithm is $O(n^2)$. As half of the candidate individuals are selected by a simpler procedure with a lower time complexity, this evolutionary process is faster than the NSGA-III.

### V. Experiments and Discussions

This section gives five case studies. The performance of the DS-MOEA is compared to four typical MOEAs.

#### A. Product Instances and Experimental Configurations

The products to be disassembled is given in Fig. 8. Two products, the ‘product C’ and the ‘product B’ containing 15 and 22 components respectively, are introduced from [31]. Three products are from the ‘GRABCAD’ library [36]. They are a worm gear, a motor reducer and a gear pump, containing 38, 40 and 47 components, respectively. They were selected as their level of complexity is suitable for applying disassembly sequence planning and backup actions. The first two products can be disassembled from six disassembly directions in total, $(X-, X+, Y-, Y+, Z-, Z+)$, while the last three products should be disassembled from five directions, $(X-, X+, Y-, Y+, Z+)$. The components of each product are labeled in Fig. 8. Their interference matrices can be obtained using the CAD models either automatically or manually. Parameter values used in the optimizations are given in Table II. By using the detection strategy in [31], the layered candidate sets representing the five products are given in Table III.

The DS-MOEA is compared to four typical MOEAs, i.e. the IBEA (Indicator-based Evolutionary Algorithm); the MOEA/D (Multi-Objective Evolutionary Algorithm based on Decomposition); the NSGA-II (Non-dominated Sorting Genetic Algorithm II); and the NSGA-III. The variation operations of the four typical MOEAs are replaced by the problem specific PPX operator and the bisectional mutation operator proposed in this paper. Using the reference point generation strategy in the NSGA-III and the MOEA/D, this research defines the parameter $h = 9$. As the number of objectives to be solved is 2, the size of the population is $n = C_{15}^{2} = 10$. The mutation probability is $p_m = 0.15$. The maximum number of function evaluations is $10^4$. The maximum size of the Pareto set $U$ is set as 20. Three metrics, i.e. HV (Hyper-volume), IGD (Inverted Generational Distance) [37], and $\varepsilon$-indicator [38], [39] are adopted to evaluate the performance of the above algorithms. Each algorithm is executed 50 times independently and generates 50 independent non-dominated sets. The non-dominated sets of all algorithms are normalized together. Each objective value of a non-dominated solution is normalized to $[0,1]$ according to the maximum objective value and the minimum value obtained by all these algorithms. The reference point for calculating the HV is $\{1,1,1\}$. The ideal points to obtain the IGD are the non-dominated solutions selected from the solutions obtained by all of the five MOEAs in 50 runs.

All experiments are implemented by Xcode C++ and tested in a MAC OS X environment. The hardware configuration is 2.3-GHz Intel Core i7 CPU with 8 GB of 1.6-GHz DDR3 RAM.
TABLE III
THE LAYERED CANDIDATE SETS OF THE DETACHABLE ELEMENTS WITH THEIR DIRECTION LISTS FOR THE THREE PRODUCTS

<table>
<thead>
<tr>
<th>Product</th>
<th>The layered candidate set</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product C</td>
<td>(1 o [6], 2 o [6], 7 o [3], 8 o [4], 11 o [9], (9 o [5], 12 o [5]), (13 o [5]), (14 o [5]), (15 o [5]), (10 o [5]), (12 o [5]), (2 o [3, 4, 5], 6 o [0], 1 o [2, 3, 4, 5, 6])</td>
<td>17</td>
</tr>
<tr>
<td>Product B</td>
<td>(11 o [5], 12 o [5], 18 o [1], 19 o [5], 20 o [5], 21 o [9], 22 o [5], (7 o [5], 8 o [5], 17 o [1]), (4 o [5], 15 o [2]), (16 o [2, 3, 4, 5, 6]), (14 o [2, 3, 4, 5, 6]), (13 o [3, 4, 6]), (9 o [6], 10 o [6]), (2 o [5], 3 o [5], 5 o [6], 6 o [0], 1 o [2, 3, 4, 5, 6])</td>
<td>22</td>
</tr>
<tr>
<td>Worm gear</td>
<td>(1 o [5], 2 o [5], 3 o [5], 4 o [5], 5 o [5], 6 o [5], 7 o [5], 8 o [5], 9 o [1], 12 o [1], 13 o [1], 17 o [2], 18 o [2], 19 o [2], 20 o [2], 21 o [2], 22 o [4], 23 o [4], 24 o [4], 25 o [4], 26 o [4], 32 o [3], 33 o [3], 34 o [3], 35 o [3], 36 o [3]), (10 o [1], 16 o [2], 27 o [4], 31 o [3]), (11 o [1], 15 o [2], 28 o [4]), (29 o [4]), (38 o [4]), ((38), 14 o [5]), (14 o [1, 2], 30 o [5], 38 o [1], 2), (37 o [1], 2, 3, 4, 5))</td>
<td>39</td>
</tr>
<tr>
<td>Motor reducer</td>
<td>(1 o [1], 2 o [1], 3 o [1], 4 o [1], 5 o [1], 6 o [1], 7 o [1], 8 o [1], 22 o [5], 23 o [5], 29 o [4], 30 o [5], 31 o [3], 40 o [2]), (10 o [1], 32 o [2], 33 o [2], 34 o [2], 35 o [2], 39 o [2]), (9 o [1], 38 o [2], 3, 4, 5), (11 o [1], 20 o [1], 37 o [2]), (12 o [1], 13 o [1], 14 o [1], 15 o [1], 16 o [1], 17 o [1], 18 o [1], 19 o [1], 21 o [1]), (24 o [1]), (25 o [1]), (26 o [1]), (27 o [1]), (28 o [1]), (36 o [1], 2, 3, 4, 5))</td>
<td>40</td>
</tr>
<tr>
<td>Gear pump</td>
<td>(1 o [1], 2 o [1], 3 o [1], 4 o [1], 5 o [1], 6 o [1], 7 o [1], 8 o [1], 9 o [1], 10 o [1], 11 o [1], 12 o [1], 13 o [1], 14 o [1], 15 o [1], 16 o [1], 17 o [1], 18 o [2], 19 o [1], 21 o [1]), (20 o [1]), (21 o [1]), (22 o [1], 23 o [1], 24 o [1], 25 o [1], 12 o [1], 13 o [1], 14 o [1], 15 o [1], 16 o [1], 17 o [1], 18 o [2], 19 o [1], 21 o [1]), (36 o [1], 2), (35 o [2], 3, 4, 5), (34 o [2], 3, 4, 5), (36 o [1], 2), (35 o [2], 3, 4, 5), (14 o [1, 2, 3, 4, 5])</td>
<td>47</td>
</tr>
</tbody>
</table>
B. How Does the New Model Change the Calculation of Disassembly Time?

A main difference between this research and other works is the consideration of failures. If failure is not considered, disassembly time is the summation of operational times (i.e., times taken by the disassembly operation, direction change, tool change, etc.).

Here, the five case studies are used to calculate disassembly time without considering failures (i.e., ideal disassembly time) and the method proposed in this paper (i.e., expected disassembly time). Solutions are given in Fig. 9. In each case, we sample the 20 non-dominated solutions obtained by the DS-MOEA in an independent run. Hence, there are 1000 non-dominated solutions obtained by 50 independent runs.

An ideal time is longer than an expected time. This is because an ideal time is the time of a complete disassembly. An expected time can reflect the possibility of failures in which case disassembly may be terminated before all components are removed.

It is also worth noting that the expected times in all five cases vary over a large range; while the ideal times fluctuate over a smaller range. Hence, the advantage of identifying an optimized solution can be more obvious in the case of the proposed model.

C. The Effectiveness of Backup Actions

A solution's performance is determined by not only its expected time, but also the completion rate. The experiments collect two groups of non-dominated solutions obtained by the DS-MOEA in 50 independent runs with and without backup actions, respectively. The distributions of these non-dominated solutions are shown in Fig. 10. The yellow points and blue points represent the solutions without and with backup actions, respectively. It can be seen that the backup actions are able to improve the completion rate significantly in all five case studies. With a higher completion rate, the total disassembly time increases as well.

The average disassembly time per element calculated by $t = TP \cdot m$ is shown in Fig. 10(b), (d), (f), (h) and (j). Using backup actions does not increase the average disassembly time per element significantly. The backup actions can largely increase the completion rate of a disassembly process in all five cases and reduce the time variance especially for the ‘Product B’, the worm gear and the gear pump. Without backup actions, the solutions are closely distributed in a small range with much lower completion rate and slightly lower disassembly time.

The range of solutions with and without backup are summarized in Table IV. The completion rate in all case studies triples due to the backup actions. It proves that the backup actions can reduce disassembly time per task, as well as increase the reliability of a plan and avoid frequent online re-planning.

D. The Efficiency of the DS-MOEA on Robotic Disassembly Sequence Planning

The HV and IGD results of different MOEAs on solving the robotic disassembly sequence planning problems with task efficiency.
failures are listed in Table V. In the small scale cases, i.e., for the ‘Product C’ and the ‘Product B’, The HV value of the DS-MOEA is better than that of the IBEA. However, the IGD value of the DS-MOEA is slightly worse than that of the IBEA. As the number of elements to be disassembled increases, the DS-MOEA performs remarkably better in the rest three case studies, with high HVs and low IGDs.

In addition, the additive \( \epsilon \)-indicator is introduced to make a pair comparison between two of the five MOEAs. Table VI shows the \( \epsilon \)-indicator of the five MOEAs in the three case studies.

In summary, the experimental results show that NSGA-III is more suitable for the large-scale decision making, while NSGA-II is more useful for the small-scale scenarios. The crowd distance assignment seems to be more appropriate for the small-scale disassembly. But since the \( \epsilon \)-indicator is adopted as a supplement in the proposed algorithm, more dynamic candidates should be filtered from the top fronts. Thus, the selection strategy of NSGA-III is more suitable for the large-scale decision making, while the \( \epsilon \)-indicator than that of NSGA-II. The results have also proved the performance of the DS-MOEA is high and stable for both the small-scale disassembly and the large-scale disassembly compared with the original IBEA and NSGA-III. It is able to find better disassembly plans.

**TABLE V**

<table>
<thead>
<tr>
<th>Product</th>
<th>Metric</th>
<th>IBEA</th>
<th>MOEA/D</th>
<th>NSGA-II</th>
<th>NSGA-III</th>
<th>DS-MOEA</th>
<th>winning number</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Product C’</td>
<td>HV</td>
<td>0.8920</td>
<td>0.7943</td>
<td>0.8106</td>
<td>0.5278</td>
<td>0.8926</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>IGD</td>
<td>0.6567</td>
<td>3.2956</td>
<td>2.8887</td>
<td>2.2414</td>
<td>0.5082</td>
<td>3</td>
</tr>
<tr>
<td>‘Product B’</td>
<td>HV</td>
<td>0.8976</td>
<td>0.7430</td>
<td>0.7745</td>
<td>0.6252</td>
<td>0.9019</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>IGD</td>
<td>0.5246</td>
<td>2.0639</td>
<td>1.9043</td>
<td>2.0235</td>
<td>0.3539</td>
<td>4</td>
</tr>
<tr>
<td>Worm gear</td>
<td>HV</td>
<td>0.8215</td>
<td>0.6242</td>
<td>0.6567</td>
<td>0.8085</td>
<td>0.8608</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>IGD</td>
<td>0.6460</td>
<td>1.8196</td>
<td>1.6959</td>
<td>0.7211</td>
<td>0.5889</td>
<td>3</td>
</tr>
<tr>
<td>Motor reducer</td>
<td>HV</td>
<td>0.8752</td>
<td>0.6721</td>
<td>0.6472</td>
<td>0.7647</td>
<td>0.9042</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>IGD</td>
<td>0.8056</td>
<td>3.2484</td>
<td>2.8294</td>
<td>1.7434</td>
<td>0.3778</td>
<td>4</td>
</tr>
<tr>
<td>Gear pump</td>
<td>HV</td>
<td>0.8361</td>
<td>0.6296</td>
<td>0.6539</td>
<td>0.7567</td>
<td>0.8610</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>IGD</td>
<td>0.7947</td>
<td>4.2432</td>
<td>3.8798</td>
<td>1.7403</td>
<td>0.7065</td>
<td>4</td>
</tr>
</tbody>
</table>

**TABLE VI**

<table>
<thead>
<tr>
<th>Product</th>
<th>( \epsilon )-indicator</th>
<th>IBEA</th>
<th>MOEA/D</th>
<th>NSGA-II</th>
<th>NSGA-III</th>
<th>DS-MOEA</th>
<th>winning number</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Product C’</td>
<td>IBEA</td>
<td>0</td>
<td>0.1095</td>
<td>0.1005</td>
<td>0.0199</td>
<td>0.1527</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>MOEA/D</td>
<td>0.2161</td>
<td>0</td>
<td>0.1136</td>
<td>0.0302</td>
<td>0.2175</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>NSGA-II</td>
<td>0.1800</td>
<td>0.0891</td>
<td>0</td>
<td>0.0172</td>
<td>0.1952</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>NSGA-III</td>
<td>0.4292</td>
<td>0.3798</td>
<td>0</td>
<td>0.3861</td>
<td>0.4729</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>DS-MOEA</td>
<td>0.1504</td>
<td>0.0762</td>
<td>0.0719</td>
<td>0.0141</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>‘Product B’</td>
<td>IBEA</td>
<td>0</td>
<td>0.0454</td>
<td>0.0753</td>
<td>0.0354</td>
<td>0.1252</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>MOEA/D</td>
<td>0.2424</td>
<td>0</td>
<td>0.1238</td>
<td>0.0686</td>
<td>0.2612</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>NSGA-II</td>
<td>0.2465</td>
<td>0.0811</td>
<td>0</td>
<td>0.0535</td>
<td>0.2178</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>NSGA-III</td>
<td>0.3662</td>
<td>0.2146</td>
<td>0.2382</td>
<td>0</td>
<td>0.2510</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>DS-MOEA</td>
<td>0.1214</td>
<td>0.0679</td>
<td>0.0693</td>
<td>0.0294</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Worm gear</td>
<td>IBEA</td>
<td>0</td>
<td>0.0565</td>
<td>0.0624</td>
<td>0.1106</td>
<td>0.1745</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>MOEA/D</td>
<td>0.3115</td>
<td>0.0756</td>
<td>0</td>
<td>0.2859</td>
<td>0.3689</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>NSGA-II</td>
<td>0.3409</td>
<td>0.0601</td>
<td>0</td>
<td>0.2377</td>
<td>0.3453</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>NSGA-III</td>
<td>0.2069</td>
<td>0.0549</td>
<td>0.0564</td>
<td>0</td>
<td>0.2525</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>DS-MOEA</td>
<td>0.1525</td>
<td>0.0418</td>
<td>0.0469</td>
<td>0.1064</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Motor reducer</td>
<td>IBEA</td>
<td>0</td>
<td>0.0265</td>
<td>0.0149</td>
<td>0.0650</td>
<td>0.1519</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>MOEA/D</td>
<td>0.3309</td>
<td>0</td>
<td>0.0656</td>
<td>0.2352</td>
<td>0.3224</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>NSGA-II</td>
<td>0.3425</td>
<td>0.0985</td>
<td>0</td>
<td>0.2398</td>
<td>0.3498</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>NSGA-III</td>
<td>0.2049</td>
<td>0.0761</td>
<td>0.0542</td>
<td>0</td>
<td>0.2372</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>DS-MOEA</td>
<td>0.1365</td>
<td>0.0563</td>
<td>0.0304</td>
<td>0.0687</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Gear pump</td>
<td>IBEA</td>
<td>0</td>
<td>0.0397</td>
<td>0.0539</td>
<td>0.1369</td>
<td>0.1771</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>MOEA/D</td>
<td>0.3485</td>
<td>0</td>
<td>0.1180</td>
<td>0.3083</td>
<td>0.3585</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>NSGA-II</td>
<td>0.3269</td>
<td>0.0688</td>
<td>0</td>
<td>0.2809</td>
<td>0.3356</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>NSGA-III</td>
<td>0.1556</td>
<td>0.0392</td>
<td>0.0393</td>
<td>0</td>
<td>0.1716</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>DS-MOEA</td>
<td>0.1274</td>
<td>0.0554</td>
<td>0.0308</td>
<td>0.1125</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>
with lower expected disassembly time and higher success rate.

VI. CONCLUSION AND FUTURE WORKS

Uncertainties in EOL conditions make disassembly difficult to robotize. A key problem is that existing industrial automation techniques use a pre-determined approach and cannot deal with unforeseen failed disassembly operations. This research modeled the completion rate of a disassembly plan and introduces backup actions to allow robotic systems to recover from failures automatically, and thus improved the robustness of robotic disassembly. A practical way to calculate the expected disassembly time to disassemble each component or subassembly and the completion rate of a disassembly plan was proposed. The robotic disassembly sequence planning problem with task failure was presented mathematically as a bi-objective optimization problem. A dual-selection multi-objective evolutionary algorithm was designed for the proposed model. Experimental results proved that using automatic backup actions is able to increase the completion rate of a plan by three times within a reasonable disassembly time. The proposed method also outperformed other typical evolutionary approaches.

In practice, more complex backup actions with nonlinear motions are required. In future works, our research will focus on the implementation of these backup actions in practice and the extension of these backup actions to different scenarios. The encoding scheme of the backup actions designed in this paper and the corresponding PPX operator will be modified accordingly. To further increase the success rate of an automatic disassembly process, it is a great necessity to introduce online re-planning module with dynamic disassembly decision-making to respond to the cases when all backup actions failed.
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