Climate and socioeconomic influences on interannual variability of cholera in Nigeria
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ABSTRACT

Cholera is one of the most important climate sensitive diseases in Nigeria that pose a threat to public health because of its fatality and endemic nature. This study aims to investigate the influences of meteorological and socioeconomic factors on the spatiotemporal variability of cholera morbidity and mortality in Nigeria. Stepwise multiple regression and generalised additive models were fitted for individual states as well as for three groups of the states based on annual precipitation. Different meteorological variables were analysed, taking into account socioeconomic factors that are potentially enhancing vulnerability (e.g. absolute poverty, adult literacy, access to pipe borne water). Results quantify the influence of both climate and socioeconomic variables in explaining the spatial and temporal variability of the disease incidence and mortality. Regional importance of different factors is revealed, which will allow further insight into the disease dynamics. Additionally, cross validated models suggest a strong possibility of disease prediction, which will help authorities to put effective control measures in place which depend on prevention, and or efficient response.

© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The link between climate and specific infectious diseases has been observed for over a century. One of these meteorologically-sensitive infectious diseases that remain a major health burden in Nigeria for several decades is cholera. The influence of climate on cholera dynamic has been well documented in literature, for example, in Asia (e.g., Bouma and Pascual, 2001; Pascual et al., 2000), South America (e.g., Colwell, 1996; Speelmon et al., 2000), and in Africa (e.g., De Magny et al., 2012; Fernandez et al., 2009; Traerup, 2010). On seasonal time scales cholera, as other diseases in Nigeria (e.g., Olouko et al., 2014), shows a seasonality with increased burdens from May to August. Additionally, social risk factors are playing an important role in transmission and outbreak of cholera, for example, the disease has been termed the ‘disease of poverty’ (Charles and Ryan, 2011; Snowden, 2008) and was associated with inadequate environmental sanitation conditions and untreated drinking water (e.g., Ali et al., 2002a, 2002b; Hashizume et al., 2007; Penrose et al., 2010; Rajendran et al., 2011; Reiner et al., 2012; Talavera and Perez, 2009). Previous studies have demonstrated the possibility of predicting cholera epidemics (e.g., Reayburn et al., 2011), however, the importance of combining the effects of social risk factors in addition to meteorological conditions in studying the dynamics of the disease has been pointed out (e.g., Pascual et al., 2000; Chou et al., 2010).

In Nigeria, cholera is one of the primary causes of morbidity and mortality, with incidence occurring in both small outbreaks and large epidemics. The transmission of cholera in Nigeria might be facilitated by numerous factors such as lack of access to safe drinking water, unhygienic environment, environmental disasters, literacy level, population congestion, and internal conflicts which may result to population displacement to Internally Displaced Persons (IDP) camps. Provision of safe drinking water remains a serious issue of concern and this necessitate people even in cities to buy street vended water which has the high risk of being contaminated. Typical areas at risk might include population living in urban and peri-urban slums, these areas are mostly densely populated by low income earners and basic infrastructures are not readily available. Despite the availability of the oral cholera vaccines, anecdotal evidence reveals that this effective control method is not yet commonly used in Nigeria. The main control method is mainly treatment through rehydration with oral salts after infection (WHO, 2011).

The current study aims to statistically model the influences of meteorological and socioeconomic factors on the interannual and spatiotemporal variability of cholera disease in Nigeria. Despite the fact Nigeria is reporting the largest number of cholera of cases and deaths to WHO (WHO, 2012), this study is the first to investigate this type of relationship. The model development and results are based on 22-years (1990–2011) of clinically diagnosed hospital-
reported cases of cholera, and also 12-years (2000–2011) states level reported cholera cases and deaths (cf. Fig. 1). The study will provide more understanding of the meteorological and socio-economic drivers of cholera outbreak in Nigeria, which could help to a larger degree in the epidemic prediction, thereby allowing authorities to effectively prepare and respond in good time to prevent outbreaks through measures such as vaccinating the vulnerable population. Our paper is the first to report a relationship between meteorological and socioeconomic conditions and cholera in Nigeria.

2. Investigation methods and data collection

Two statistical modelling approaches were adopted for this study in order to take advantage of the two different set of disease data obtained. The choices of explanatory variables were based on previous studies that have already documented the importance of these variables. These include meteorological variables such as maximum and minimum temperatures, rainfall, and relative humidity (e.g., Hashizume et al., 2007; Rajendran et al., 2011; Reyburn et al., 2011), absolute poverty (e.g., Traerup, 2010) adult literacy (e.g., Hashizume et al., 2007) access to safe drinking water (e.g., Penrose et al., 2010) and population density (Ali et al., 2002a, 2002b).

2.1. Epidemiological data

An overview of the annual variability of reported cholera cases in Nigeria (from WHO sources, cf. Fig. 2) for the last 30 years reveals a high level of interannual variability. To investigate spatio-temporal variability, two different sets of epidemiological records of suspected cholera cases were obtained. Firstly, monthly counts of clinically diagnosed cholera cases reported between 1990 and 2011 were collected from selected hospitals in Northwest Nigeria: Kano, Sokoto and Gusau. The selection of hospitals was based on proximity to meteorological stations with long-term records of measurements, and consistency in reporting cases of infectious disease. Data from these hospitals were successfully used to study meningitis in this region (Abdussalam et al., 2014a, 2014b), which corroborates the quality of data from these sources. Secondly, annual counts of cholera cases and deaths for the entire country at individual state level were obtained from the Nigerian National Centre for Disease Control (NCDC)-a unit of the Federal Ministry of Health: disease surveillance data across the country covering the time period 2000 and 2011 (cf. Fig. 1).

2.2. Meteorological data

Based on the epidemiological data obtained, two sets of meteorological data were used. Firstly, digital records of four variables
from airport-based meteorological stations located in each of the three cities were obtained from the Nigerian Meteorological Agency (NMA): quality controlled daily precipitation sums, maximum and minimum temperatures, and relative humidity. Secondly, due to non-availability of meteorological station data to represent individual states of Nigeria, for this study we employ the use of ERA-interim reanalysis data (Dee et al., 2011). Almost each state is represented by related grid-cell information with only some exceptions because of their size (the location of each grid-cell within Nigeria is indicated in Fig. 1). Daily time series of surface values for maximum and minimum temperatures alongside precipitation were extracted from each grid-cell between 2000 and 2011. These variables were validated using the available station data from the three stations. Seasonal averages of maximum and minimum temperatures for the hottest months (from March to June) and annual rainfall totals were computed from the extracted daily time series.

2.3. Socioeconomic and demographic data

Annual state level socioeconomic data between 2000 and 2011 were obtained from the Nigerian National Bureau of Statistics (NBS). Data obtained includes: a) percentages of population having access to pipe borne water; b) adult literacy; c) absolute poverty, and d) population density (cf. Fig. 3). A clear spatial heterogeneity in these parameters is revealed with differences between the individual states in Nigeria, but showing also some regional coherency. State’s population census (from 2006) was obtained from the

---

**Fig. 3.** Socio-economic conditions and its spatial distribution in Nigeria: (A) mean percentage of population living in absolute poverty per state between 2000 and 2011. Absolute poverty is measured as the percentage of population with income less than some fixed proportion of median income; (B) population density in population per square kilometre (SqKm); (C) mean percentage of population with adult literacy per state between 2000 and 2011. Adult literacy is assessed on the ability to read and write with understanding, in English or in any of the Nigerian native languages; (D) mean percentage of people with access to pipe born water.
Nigerian Population Commission (NPC), Abuja, Nigeria. Annual population estimate for each state was calculated forward and backward using Nigerian population growth rate index provided by World Bank (http://data.worldbank.org/country/nigeria). Population density for each state was computed by dividing each state’s population with its aerial cover.

2.4. Model overview

Two modelling approaches were adopted: the Generalised Additive Modelling (GAM) approach and the Multiple Linear Regression (MLR) approach. The choices for these approaches were informed by the different spatial and temporal characteristics exhibited in the two sets of the disease data. The hospital data has the advantage of having higher resolution (monthly) and longer time series of cases (1990–2011), but socioeconomic data are not available at this spatial and temporal scale. While on the other hand, the state level data is on annual timescale and span for only 12 years (2000–2011), but socioeconomic data are available at states level and for the period of the study. GAM was used to model the monthly hospital reported cases, while MLR was used to model the state level data.

2.4.1. Generalised additive models (GAM) for the analysis of monthly hospital data from NW Nigeria (22 years)

Several studies have used the Poisson regression model to investigate the relationships between meteorological and environmental variables with cholera (e.g., Chou et al., 2010; Paz, 2009). The flexibility and less restrictive modelling environment provided by GAM makes it suitable for this study. This is because the model will allow attuning and accounting for the many confounding factors that may have additional effects to the disease, such as social and behavioural factors, population dynamics, migration, and sanitation. Another good reason for choosing GAM is because the models’ smoothing function has the benefit of automatically dealing with both non-linear and non-monotonic associations between the outcome variable and the predictors without necessarily the use of variable transformation or polynomial terms. This ultimately avoids using the assumption of normal distribution in the data. The explanatory variables include meteorological variables aggregated monthly between the three selected stations, as well as the previous incidence of cholera. Additionally, all other unobserved seasonally-varying climatic and non-climatic factors that may influence the disease were represented in GAMs by a smooth function of time, $s(t)$, which was modelled as a low-degree cubic spline that changes monthly over the course of the annual cycle (Dukic et al., 2012). We assume that cholera counts, $y_{it}$ follow independent Poisson distributions, in that case a log-link function was used (Cameron, 1998), with mean $\mu_{it}$ where $i=1,...,22$ denotes the months, and $t=1,...,12$ denotes the month within each year. The GAM formulation is thus:

$$\log(\mu_{it}) = s(t) + X_{it} / \beta$$

The expected cholera counts ($E(y_{it}) = \mu_{it}$) in year $i$ in month $t$ therefore depend upon the vector of coefficients $\beta$, which contains the effects of climate variables collected in the covariate matrix $X_{it}$, and upon the effects of the unobserved seasonally-varying factors, $s(t)$.

2.4.2. Multiple linear regression (MLR) analysis for annual state-level cholera data (12 years)

Stepwise MLR was applied (e.g., Stocco et al., 2010; Thomson et al., 2006; Yaka et al., 2008) to model the meteorological and socioeconomic influences on the spatiotemporal variability of cholera cases and deaths in Nigeria between 2000 and 2011. MLR is a powerful statistical technique which uses the equation of a straight line to predict the outcome of a dependant variable from a linear combination of independent predictor variables:

$$Y_{it} = b_0 + b_1 X_{i1} + b_2 X_{i2} + \ldots + b_n X_{in} + \epsilon_{it}$$

where $Y_{it}$ is the outcome in the dependent variable, $b_0$ is a constant, $b_1$ is the coefficient associated with the first predictor variable ($X_1$) and so on and $\epsilon_{it}$ is the term which calculates the difference between the observed and predicted value of $Y_{it}$.

Since the annual cholera cases and deaths are counts, transformation was carried out in two stages. First, because the annual sum cases have a natural trend with respect to population, incidence rate (IR) was calculated, defined by the number of case per 100,000 of hospital intake, also Case Fatality Rate (CFR) was computed for the death counts, defined as the proportion of fatal cases in relation to the total cases within a specified time. Second, considering the skewed nature of both the IR and CFR, their distribution was normalised by a log transformation as LogIR and LogCFR, respectively. Finally, to avoid trend effects from influencing the models’ output, all time series included in the models were linear de-trended.

2.5. Model fitting

For the GAM models development, monthly cholera counts for the three hospitals in Kano, Sokoto, and Gusau were aggregated, and variables of the corresponding three meteorological stations averaged. Monthly cholera counts were aggregated in order to derive a regional perspective, which will be linked to regional climate variability. We do not have any indication about specific biases in the individual hospital counts for cholera, in fact we could confirm that for meningitis the local hospital data are highly representative of district level data from WHO for a shorter time period (Abdussalam et al., 2014a). Fig. 4 shows the individual contribution of each hospital per year.

Three GAMS were fitted (denoted as models A, B, C): model A was fitted with the combination of non-lagged climatic variables and cases from the previous month; model B, with only the 1-month lagged explanatory climatic variables and cases from the previous month; and model C is the same as GAM A, except previous cases were excluded. All three GAMS were tested for a variety of degrees-of-freedom (DOF) for the fit of $s(t)$, but it was found that those models in which $s(t)$ has 4 DOF have the best fit. The estimated effect of confounding factors represented in the GAM as a smooth function of time is similar and follows the seasonality of the disease, with the months of April–August having the highest values of $s(t)$ (cf. Fig. 5). Models A and B are designed to be explanatory and predictive models respectively, while C is for climate change assessment, since the number of cases in the previous month is unknown in the future. The best models were selected by minimising the Akaike Information Criteria (AIC). The retained variables include mean monthly maximum and minimum temperatures, precipitation totals, average relative humidity, and previous cases.

In the second approach, a stepwise MLR was used to fit the best model for three groups of states (regions 1, 2, and 3) as shown in Fig. 1. The 36 states and the Federal Capital Territory (FCT) were grouped into terciles based on their annual rainfall totals, grouping was made in order: (a) to investigate the spatiotemporal differences of the influences of both meteorological and socioeconomic factors on cholera incidence and deaths across these three regions, and (b) to have enough data samples (Knofczynski and Mundfrom, 2008) which will allow for more robust statistics during model fit.
Three time series were generated by joining the time series of each state for both cholera cases and deaths, and their respective meteorological and socioeconomic variables. For each of the regions (R1, R2, and R3), 3 models were fitted: the first (MLR-A) and second (MLR-B) sets of models consist of only meteorological and socioeconomic predictors respectively, while the third model (MLR-C) comprises of the combination of both. The stepwise MLR models were separately developed for IR and CFR with correlated meteorological and socioeconomic variables ($r > 0.4$ and $p$-value $< 0.05$). During model development, collinearity diagnostics and autocorrelation checks were performed. Depending on the model, the explanatory variables includes seasonal maximum and minimum temperatures, rainfall totals, population density, and percentages of population with access to pipe borne water, absolute poverty, and adult literacy.

2.6. Model evaluation

Models were assessed using the cross validation correlation (CVC) (Kohavi, 1995) and the skill score (Murphy, 1988) metrics. Validation was carried out between observed versus simulated values for each model. Three fold cross validation was performed by partitioning the data into three consecutive subsets of equal length, followed by successively excluding one of these subsets, and fitting the model to the remaining data to predict the values of the excluded subset. The fitted values for the three subsets were then combined to obtain a single time series in order to compare with the observed time series.

To further determine the prediction accuracy of the models, we computed the skill score of each model by comparing the models’ predicted RMSE, $E_{\text{pre}}$, with that of a reference model $E_{\text{ref}}$.

$$\text{Skill score} = 1 - \frac{E_{\text{pre}}}{E_{\text{ref}}}$$

here $E_{\text{pre}}$ and $E_{\text{ref}}$ represent the RMSE of the model-predicted cases compared to the observed cases, and that of the long term monthly mean of the observed cases.

In order estimate the average comparative importance of each predictor variable in all models, the relative influence (RI) of each covariate with respect to all the covariates in the models were computed based on the long-term monthly means of each covariate as well as the monthly value of $s(t)$ for GAMs, and based on the long-term annual means of each covariate over the 12 year period of data for the MLR models (e.g. Abdussalam et al., 2014a).

3. Results for modelling cholera

In recent years, Nigeria has experienced increase in cholera cases and deaths, example, in 2010 alone, the country reported about 41,784 cases and 1716 deaths (CFR 4.1%) from 222 districts in 18 states (WHO, 2013), in which most of the cases comes from the northern part of the country (cf. Fig. 1). Generally, both the individual and aggregated counts of the monthly hospital-reported
cholera cases exhibit a marked annual cycle, with yearly disease maxima occurring between the month of April and August.

3.1. Monthly cholera counts for 3 hospitals in NW Nigeria with generalised additive models (GAM)

All meteorological variables correlated positively with disease cases in all three models, and mean monthly maximum temperature and monthly rainfall totals appear to be the most important predictors. The model estimates and standard errors for GAMs are presented in Table 1. Fig. 6 shows the 22-years models fit for time series of the observed number of cases, and that of the predicted cases for GAMs A, B and C. Model with meteorological variables lagged by one month appears to capture the monthly and inter-annual variability of the cholera cases more accurately.

Cross validation statistics are presented in Table 2, revealing high levels of correlations and skill scores in all the three models. As expected from the model fit (Fig. 6), the lagged model has a better statistics values if compared with non-lagged model A as measured by CVC and skill score (0.71 and 0.67). This demonstrates a good indication for the possibility of potentially predicting cholera cases with a month time lead in this region.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Model A</th>
<th></th>
<th>P-Value</th>
<th>Model B</th>
<th></th>
<th>P-Value</th>
<th>Model C</th>
<th></th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly mean $T_{\text{max}}$ ($^\circ$C)</td>
<td>0.321</td>
<td>0.037</td>
<td>0.001</td>
<td>0.246</td>
<td>0.006</td>
<td>0.001</td>
<td>0.384</td>
<td>0.023</td>
<td>0.000</td>
</tr>
<tr>
<td>Monthly mean $T_{\text{min}}$ ($^\circ$C)</td>
<td>0.153</td>
<td>0.018</td>
<td>0.101</td>
<td>0.117</td>
<td>0.008</td>
<td>0.007</td>
<td>0.216</td>
<td>0.039</td>
<td>0.018</td>
</tr>
<tr>
<td>Rain (mm)</td>
<td>0.206</td>
<td>0.024</td>
<td>0.021</td>
<td>0.305</td>
<td>0.021</td>
<td>0.014</td>
<td>0.281</td>
<td>0.173</td>
<td>0.131</td>
</tr>
<tr>
<td>Relative humidity (%)</td>
<td>0.036</td>
<td>0.007</td>
<td>0.001</td>
<td>0.112</td>
<td>0.103</td>
<td>0.001</td>
<td>0.162</td>
<td>0.102</td>
<td>0.041</td>
</tr>
<tr>
<td>Previous cases</td>
<td>0.047</td>
<td>0.002</td>
<td>0.201</td>
<td>0.102</td>
<td>0.012</td>
<td>0.104</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
</tr>
</tbody>
</table>

Table 1: Estimates for GAM A, B and C. Model A is fitted non-lagged climate variables, B is fitted with only 1-month lagged climate covariates, while C has the same composition with A, but previous cases are not included. Abbreviations: coef. — coefficient; std. error — standard error.

Fig. 6. The fit for GA models A, B and C (“observed”; dashed-black “predicted”; red). Model A is fitted non-lagged climate variables, B is fitted with only 1-month lagged climate covariates, while C has the same composition with A, but previous cases are not included. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
The relative influence (RI) for the four months in which cholera cases is generally high is shown in Fig. 7. In both models shown, mean monthly maximum temperature and monthly rainfall totals show a comparatively important influence across the four months with the highest RI of about 35% and 28% across the months. The influence of mean monthly minimum temperature and that of average relative humidity remains almost the same across the months. The function \( s(t) \) which accounts for unobserved explanatory variables, varies in influence from about 8–15%, while previous cases also remains relatively the same, with the highest influence in the month of May.

### 3.2. Incorporation of socio-economic influences on the link between climate variability and cholera on state level with Multiple Linear Regression (MLR)

Information about potential socio-economic factors is only available for twelve years on an annual basis per state, which is too short to robustly identify any statistical relation between socio-economic factors, climate and cholera on a single state basis. Nevertheless, for all 36 states and FCT in Nigeria this information is available which allows in principle for an analysis of the spatial distribution of the relationship between climate, social factors and cholera incidence. To gain an estimate of socio-economic factors in steering cholera incidence and mortality rate, we grouped available state-based information (meteorological data and socio-economic conditions) into 3 larger regions with similar members depending on annual rainfall totals (terciles).

A positive significant relationship between cholera IR and annual seasonal maximum and minimum temperatures, rainfall, absolute poverty, and population density was observed, while a negative but significant relationship with access to pipe borne water and adult literacy \( (R^2 \text{ ranges from } 0.20–0.60, p < 0.05) \) is found (without figure). Table 3 presents the regression coefficient of both IR and CFR models. Regardless of region and model, individually, maximum temperature, rainfall, and water source appear to be the most important variables in explaining the variability of the disease. Adult literacy is the least important predictor with respect to IR, whilst population density explains the lowest proportion of variability in the CFR. With the exception of water source, socioeconomic variables explain more variability in the CFR models than the IR. A higher proportion of variability is consistently explained in both IR and CFR models with the combination of meteorological and socioeconomic explanatory variables. Fig. 8 shows the models’ fit for time series of the observed IR, and that of the predicted cases for the best MLR model (with the combination of meteorological and socioeconomic variables, MLR-C).

Cross validation statistics for all models and for all the three regions are presented in Table 3, all the models have a relatively good statistics, but as expected, models with the combination of both meteorological and socioeconomic variables show better statistic values compared with other models that are either climate-based or socioeconomic-based only. Climate-based models are...
have a better statistics in the southern part of the country (region R1) if compared with the north (region R3) and vice-versa when looking at the socioeconomic-based ones. Overall the best model in all the regions is the model for IR which uses the combination of both, meteorological and socioeconomic explanatory variables from the northern region (R3) as measured by CVC and skill score (0.65 and 0.62).

The relative influence of the explanatory variables for models of IR and CFR across the study period is shown in Fig. 9. In all models seasonal average of maximum temperature and annual rainfall totals shows a comparatively important influence with the highest RI of about 27% and 26%, respectively. The influence of seasonal average minimum temperature, adult literacy and that of population density remains almost the same across the regions and models. The RI of absolute poverty and water source is higher in the northern part of the county (region R3).

### Table 3

<table>
<thead>
<tr>
<th>Region 1</th>
<th>Incidence rate models</th>
<th>Mortality rate models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>CVC Full</td>
</tr>
<tr>
<td>MLR-A</td>
<td>0.349</td>
<td>0.591</td>
</tr>
<tr>
<td>MLR-B</td>
<td>0.149</td>
<td>0.387</td>
</tr>
<tr>
<td>MLR-C</td>
<td>0.365</td>
<td>0.604</td>
</tr>
</tbody>
</table>

**Region 1:** CVC: 0.59, Skill Score: 0.53

![Model fit for IR models in the three regions (R1, R2, and R3) ("observed" black, "predicted" red) from 2000 to 2011. Models contain the combination of both meteorological and socioeconomic explanatory variables (seasonal maximum and minimum temperatures, annual rainfall totals, percentage of population in absolute poverty, population having access to pipe borne water, adult literacy, and population density per square kilometre). Region 1, 2, and 3 consist of time series from 15, 11, 11 states, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

![Observed cases (LogIR) and Predicted (Cross validated) models for three regions (R1, R2, and R3)]
explained to be as a result of Richard et al., 1999). The link between rainfall and cholera was this is consistent with what has been found in other regions (e.g. Hashizume et al., 2011). The seasonal trend observed in the northern part of Nigeria, the beginning of rain season is usually associated with heavy downpours which consequently bring about flooding, thereby increasing the risk of contaminating sources of drinking water through sewage collapse. In slums areas, where most of the residents are using a local toilet system (pit latrines), during heavy downpours sewage water can overflow or seep through the ground into local sources of drinking water like wells, or by pressure into roasted pipes that leaks due to aging or lack of maintenance. On the other hand the peak of the dry and hot season people tend to source drinking and cooking water from sources with higher risk of contamination, which includes stagnant waters and wells with lower depths. A typical example is the cholera outbreak in March 1999 in Kano city where scores of lives were lost, this outbreak was directly associated with the interruption of domestic water supply (WHO, 2013), which necessitate residents to source water from contaminated sources. Another problem that might facilitate cholera outbreak during the rainy season is the poor drainage system which is a peculiar characteristic of major cities in Nigeria, after heavy rainfall houses are usually flooded in some cases sub-merged with dirty water from open gutters.

4. Summary, discussion and conclusion

In this study, both GAM and MLR statistical techniques were employed to model the influence of meteorological and socioeconomic conditions on the interannual variability of cholera in Nigeria. GAMs were used to model the monthly aggregate counts of clinically diagnosed hospital-reported cholera cases from 1990 to 2011 in northwest Nigeria, explanatory variables in this models includes mean monthly maximum and minimum temperatures, monthly rainfall totals, monthly average relative humidity, and 1-month previous incidence and $\Phi(t)$. While stepwise MLR was used to investigate the spatiotemporal variability of cholera incidence and mortality rate using annual state level data between 2000 and 2011. Here, explanatory variables include seasonal maximum and minimum temperatures, annual rainfall totals, population density, and percentages of population with absolute poverty, adult literacy, and access to pipe borne water. These approaches were adopted because of the differences in the spatial and temporal characteristics of the disease data, and also based on the availability of socioeconomic data. The hospital case data exhibit a marked annual cycle, with yearly disease maxima occurring between the months of April and August, while the state level annual data indicates increase in cases of cholera with most of the cases being reported from the northern part of the country. All models in both the two approaches pointed out to the importance of meteorological variables in explaining the disease dynamics, most especially temperature and rainfall. The general positive relationship observed between cholera, temperature and rainfall has previously been reported by studies all over the world. Here we manage for the first time to identify and quantify this for Nigeria, especially with respect to the spatio-temporal distribution of the link responsible for interannual variability of Cholera. Temperature is related to food contamination, which may consequently serve as a vehicle for cholera transmission (Rabbani and Greenough, 1999) depending on the physio-chemical properties of the contaminated food. Similarly, rainfall is well documented to have a positive relationship with cholera (Reyburn et al., 2011; Hashizume et al., 2011). The seasonal trend observed in the monthly hospital time series corresponds with the rainy season; this is consistent with what has been found in other regions (e.g. Richard et al., 1999). The link between rainfall and cholera was explained to be as a result of flooding which exposes population to the bacterium (Ench et al., 2010; Hashizume et al., 2008), this explanation might also be applicable to Nigeria. Because in the northern part of Nigeria, the beginning of rain season is usually associated with heavy downpours which consequently bring about
line with the studies conducted in Latin America, Bangladesh, and Tanzania (Ackers et al., 1998; Ali et al., 2002b; Traerup 2010) respectively. Those with a higher level of education are expected to make more rational decisions by taking measures to avoid contracting the disease, and if infected they seek an immediate medical treatment for the disease before fatality occurs (Ali et al., 2002b). Water sources was also one of the important predictors in explaining the interannual variability in both IR and CFR, and was negatively associated, suggesting that as more people have access to safe drinking water there will be less contraction of the disease by individuals (e.g., Reiner et al., 2012; Rajendran et al., 2011).

MLR models show that socioeconomic variables contribute more in explaining the variability of both cholera IR and CFR in the northern part of the country (Table 3). Generally, socioeconomic data shows that this part of the country has lower level of adult literacy and higher level of poverty. Documented evidence has established this kind of spatial differences within countries whereby high cholera rates were attributed to poor socioeconomic status (e.g., Ali et al., 2002b; Penrose et al., 2010). Lower socioeconomic status in the northern part of the country may be the reason why IR and CFR are higher in this area and as a result why socioeconomic variables were able to explain a greater proportion of interannual variability in this region.

The study provided exploratory information on the influences of meteorological and socioeconomic explanatory variables on cholera interannual variability in Nigeria. Results from both modelling approaches highlighted the importance of both meteorological and socioeconomic variables in explaining and predicting the disease in Nigeria. It has been shown that increases in temperature, rainfall, poverty, and population density may increase both cholera cases and deaths, while improvement of drinking water and adult literacy might reduce the risk of contracting the disease.

The results emphasises the importance of including socioeconomic factors in studies of this nature, this is because socioeconomic variables help in explaining a higher proportion of interannual variability in both the IR and CFR than using climate information alone. The new data provided by this study will serve as a strong basis for the potential prediction of cholera in Nigeria which could help authorities in controlling or even avoiding outbreaks. Also, with the growing concern of the potential impact of climate change on the dynamic of infectious diseases in the future, this study has provided a background for assessing the future impact, which is the next step of this study.
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