Analysis of host response to bacterial infection using error model based gene expression microarray experiments (Erratum in NAR 33 (7) 2352-3)

Stekel, Dov; Sarti, D; Trevino, V; Zhang, Lihong; Salmon, Michael; Buckley, Christopher; Stevens, M; Pallen, Mark; Penn, Charles; Falciani, Francesco

DOI: 10.1093/nar/gni050

License: Other (please specify with Rights Statement)

Document Version
Publisher's PDF, also known as Version of record

Citation for published version (Harvard):
https://doi.org/10.1093/nar/gni050

Link to publication on Research at Birmingham portal

Publisher Rights Statement:
The online version of this article has been published under an open access model. Users are entitled to use, reproduce, disseminate, or display the open access version of this article for non-commercial purposes provided that: the original authorship is properly and fully attributed; the Journal and Oxford University Press are attributed as the original place of publication with the correct citation details given; if an article is subsequently reproduced or disseminated not in its entirety but only in part or as a derivative work this must be clearly indicated. For commercial re-use, please contact journals.permissions@oupjournals.org

General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes permitted by law.

• Users may freely distribute the URL that is used to identify this publication.
• Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private study or non-commercial research.
• Users may use extracts from the document in line with the concept of 'fair dealing' under the Copyright, Designs and Patents Act 1988 (?)
• Users may not further distribute the material nor use it for the purposes of commercial gain.

Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.

When citing, please reference the published version.

Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been uploaded in error or has been deemed to be commercially or otherwise sensitive.

If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to the work immediately and investigate.
Analysis of host response to bacterial infection using error model based gene expression microarray experiments

Dov J. Stekel, Donatella Sarti, Victor Trevino, Lihong Zhang, Mike Salmon, Chris D. Buckley, Mark Stevens, Mark J. Pallen, Charles Penn and Francesco Falciani*

School of Biosciences and MRC Centre for Immune Regulation, Division of Immunity and Infection and Bacterial Pathogenesis and Genomics Unit, Division of Immunity and Infection, Medical School, The University of Birmingham, Birmingham B15 2TT, UK and Institute of Animal Health, Compton, UK

Received October 27, 2004; Revised December 8, 2004; Accepted March 1, 2005

ABSTRACT

A key step in the analysis of microarray data is the selection of genes that are differentially expressed. Ideally, such experiments should be properly replicated in order to infer both technical and biological variability, and the data should be subjected to rigorous hypothesis tests to identify the differentially expressed genes. However, in microarray experiments involving the analysis of very large numbers of biological samples, replication is not always practical. Therefore, there is a need for a method to select differentially expressed genes in a rational way from insufficiently replicated data. In this paper, we describe a simple method that uses bootstrapping to generate an error model from a replicated pilot study that can be used to identify differentially expressed genes in subsequent large-scale studies on the same platform, but in which there may be no replicated arrays. The method builds a stratified error model that includes array-to-array variability, feature-to-feature variability and the dependence of error on signal intensity. We apply this model to the characterization of the host response in a model of bacterial infection of human intestinal epithelial cells. We demonstrate the effectiveness of error model based microarray experiments and propose this as a general strategy for a microarray-based screening of large collections of biological samples.

INTRODUCTION

DNA microarrays are devices that measure the expression of many thousands of genes in parallel (1). They have revolutionized molecular biology, and in the last five years, their use has grown very rapidly throughout academia, medicine, and the pharmaceutical, biotechnology, agrochemical and food industries (2–4).

One of the common aims of microarray experiments is to identify genes that are differentially expressed in one set of tissues or cells relative to another. Typically, these may be diseased versus normal tissue (5,6), treated versus untreated cells (7,8) or wild-type versus mutant strains of organisms (9,10).

When such data are analysed, it is normal to apply methods to one gene at a time, and then to rank the genes according to some measure of the extent to which the gene is differentially expressed. In the earliest microarray experiments, researchers used the fold ratio to describe the level of differential gene expression. More recently, it has become increasingly common to use more rigorous statistical analyses, such as t-tests, bootstrap tests or ANOVAs (11,12).

The use of the hypothesis-testing framework of classical statistics is unquestionably the best method to analyse microarray data for differentially expressed genes. The reason for this is that these methods allow the scientist to make a statistical inference from the data: an extrapolation from the individuals being studied to the population from which the individuals derive. However in order to make this inference, we need to run an experiment with sufficiently many biological replicates (i.e. individuals from the population of study) so that the statistical analyses can provide reliable results.
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Many microarray-based projects now include the analysis of hundreds or thousands of biological samples (9). In this case, it is often impractical to perform experiments with a sufficient number of experimental replicates. In such experiments, we were not able to make a statistical inference from the data, and thus are only able to make assertions about the gene expressions measured in the sample in the study.

In the absence of proper replication we would, however, still like to apply some rational criteria to identify differentially expressed genes so that we can generate biological hypotheses from the data. For poorly replicated experiments, it is still possible to estimate variance from the available information. Recently Jain et al. (13) have developed the local pool error (LPE) test, a methodology that allows better estimates of the experimental variability from poorly replicated experiments. This method has been applied to a simple model of T-cell activation and has been shown to be effective in experiments based on three replicates. However, in very large expression profiling experiments it may be impractical to perform any replication at all. A suitable strategy in this case would be to construct an error model from an initial highly replicated experiment (e.g. testing a reference mutant strain) and apply this to the analysis of all other samples in a non-replicated design. A number of these approaches have been developed and applied to the analysis of microarray experiments. Both GeneSpring (14) and Rosetta (15) use this approach in their data analysis software. However, there are two disadvantages with their approaches. First, they base their approaches on normal distributions. Typically, the errors in microarray data are not normally distributed (17,18), and in this paper we show how the use of bootstrap distributions produces more realistic error models than normal distributions. Second, they generate P-values for each gene. This is problematic because the large number of genes on a microarray results in false positive results and, hence, the P-values are difficult to interpret.

The aim of this paper is to show how to generate an error model from a replicated pilot study, which can then be applied to subsequent experiments on the same platform to help select differentially expressed genes. As with other error model based methods, this method is applicable only when subsequent experiments are performed using a similar experimental system, and so are likely to have a similar error structure as the pilot experiment. Our model uses a bootstrap distribution, which allows for errors that depend on signal intensity, and includes array-to-array and feature-to-feature variability, as well as the dependence of error on encoded spot features (in this example on failed features).

The false discovery rate (FDR) (19) is of great importance in microarray experiments because of the large number of genes that are being tested. In traditional experiments, we may only be measuring one variable; when we see a positive result, such as differential gene expression, we would normally attribute this to genuine scientific effect. In a microarray experiment, we may be analysing many thousands of genes in parallel. Because of the large number of genes being analysed, there is an increased likelihood that some genes that are not differentially expressed will appear to be so, as a result of experimental errors in the measurements. Therefore, we include an FDR calculation and use this as the criterion for selecting differentially expressed genes.

We demonstrate the method by building an error model for a human array representing an unbiased selection of 850 genes involved in key biological processes. This model has been applied to the characterization of the host response in an established in vitro model of bacterial infection. We validate our method with respect to genes expected to be differentially regulated in response to infection [nuclear factor κB (NF-κB) pathway] and show that we can detect 65% of expected differences at an FDR threshold of 10%. This compares favourably with the most widely used error model based method that detects only 40% of these genes. We then describe the biological implications of the experimental results and demonstrate that important biological conclusions can be derived from the proposed analysis strategy.

SYSTEMS AND METHODS

The biological system

*Escherichia coli* typically colonize the gastrointestinal tract of the human intestine within a few hours of birth. This results usually in a mutually beneficial relationship that lasts for life. However, there are some strains of *E.coli* that have acquired a number of virulence factors that confer the ability to colonize new niches and result in a broad spectrum of diseases. This paper focuses on the analysis of the response of a human intestine epithelial cell line (Caco-2) to a number of enterohaemorrhagic *E.coli* (EHEC) and enteropathogenic *E.coli* (EPEC) strains.

Despite the relatively large differences in their gene complement (20), these two bacterial pathotypes share many of the virulence genes required for colonization. Some of these genes are clustered in chromosomal pathogenicity island termed the locus of enterocyte effacement (LEE). LEE encodes a type III protein secretion system, which serves to inject a set of bacterial proteins into host target cells (21). These bacterial expressed proteins induce a number of drastic transformations in the target cells, including cytoskeletal rearrangements [an important step in the formation of the typical attaching and effacing (AE)-lesion] (22,23), affected integrity of tight junctions and reduced transepithelial resistance *in vitro* (24) and induction of apoptosis (25). At the molecular level, both EHEC and EPEC strains are known to be potent inducers of NF-κB with consequent up-regulation of NF-κB downstream genes. This property of EHEC- and EPEC-infected cells is useful for the validation of our methodology since it provides a set of genes expected to be up-regulated during infection.

Despite the remarkable similarity in both the initial steps of colonization and the effect on host cell physiology, there are substantial differences between the EHEC and the EPEC pathotypes. An important difference is the production of Shiga-like toxins by the EHEC strain. These proteins are responsible for the bloody diarrhoea and haemorrhagic colitis induced by infection of EHEC (26), and act as powerful protein synthesis inhibitors (27). Less dramatic differences have also been demonstrated in other factors involved in colonization. Among these, the lymphocyte inhibitory factor (LifA) is a good example. LifA has been first discovered as a EPEC-secreted lymphotoxin capable of inhibiting the production of cytokines and proliferation in human peripheral blood mononuclear cells (PBMCs) (28,29). On the other hand, the EHEC
homologue of LifA (Efa1) has been identified independently as a protein involved in adhesion (30). It is still unclear if LifA alone has also a role in EPEC adhesion.

Experimental methods

Microarray design. An array of 850 core genes was constructed using 60mer synthetic oligonucleotides, which were then tested for hybridization efficacy and specificity. The array covers genes associated with apoptosis, cell cycle, senescence, chemokines, cytokines, receptors, adhesion and matrix and intracellular signalling pathways.

Immunofluorescence assay. Cells were seeded in 12-well plates and grown to confluence on glass cover slips, previously treated with nitric acid for 10 min and then washed with water and ethanol. After the infection, the cells were processed and stained using Phalloidin conjugated with Alexa 488 (Molecular Probe, The Netherlands) as described by Knutton et al. (31).

Infection procedure. This study employs the following bacterial strains: EPEC O127:H6 E2348/69, EPEC O127:H6 E2348/69 ΔlifA, EHEC O157:H7 Sakai (stx<sup>+</sup>) and EHEC O157:H7 Sakai (stx<sup>−</sup>) Δler. Individual bacterial colonies were grown overnight at 37°C without shaking in Luri–Bertani broth. The overnight culture was diluted 1:30 in DMEM (GIBCO, UK) and incubated at 37°C and 5% CO<sub>2</sub> to mid-log phase. Bacteria at a multiplicity of infection (MOI) of 50 were added to semi-confluent layers of Caco-2 cells (ATCC, USA) grown in DMEM supplemented with 10% FBS (GIBCO). After infection, unbound bacteria were washed with PBS and Caco-2 cell RNA was extracted using RNAasy (Qiagen, UK) according to the manufacturer’s instructions.

Adhesion assay. Caco-2 cells were seeded in six-well plates, grown to confluence and infected as described above. After the infection, Caco-2 cells were washed with PBS, added with fresh media and the infection was continued for further 2.5 h. Then the host cells and the adherent bacteria were washed with PBS, fixed with methanol and stained with Giemsa solution. The percentage of cells infected was assessed from a minimum of 10 different microscopic fields.

Inactivation of bacteria. Bacteria were grown as described in the infection procedure, washed twice in PBS, resuspended in 1.5% formalin in PBS, and incubated for 1.5 h at 23°C. Subsequently, bacteria were washed in PBS and heat inactivated for 5 min at 80°C.

Microarray technology. An aliquot of 30 μg of total RNA was labelled by direct incorporation of dCTP, conjugated with Cy3 and Cy5. Probe synthesis, purification, and microarray hybridization and washing have been conducted as described previously (32). Slides were scanned using an Axon scanner (Axon, USA) and image analysis has been performed using the software GenePix v3.0 (Axon). Each individual slide has been hybridized to directly compare RNA from infected cells (typically labelled with Cy3) against RNA from uninfected cells grown in identical conditions (typically labelled with Cy5).

Computational methods

Normalization. We have not used features that have been flagged by the image processing software (GenePix). The data have been normalized by taking log to base 2 and computing the log ratio of infected to uninfected for each replicate feature on the array. Systematic dye bias was corrected by a loess fit of the log ratio against the average signal intensity, and the loess-fitted curve was subtracted from the log ratios to produce normalized log ratios (12,33,34). A measurement of log ratio was computed for each gene on each array by taking the average of the normalized log ratios of the replicate features. A final measurement of log ratio for each gene was calculated by taking the average of the array replicates. These have been ordered according to magnitude. As some measurements are missing (owing to bad features), the number of replicate features and replicate arrays for each measured gene expression ratio may vary.
Error model construction. In generating an error model, we use a bootstrap method that does not make any assumption about the structure of the variability, but instead uses the observed errors as the error distribution. Thus bootstrapping is appropriate for all error distributions, even when the errors are not normal. In this experiment, the situation is complex for three reasons. First of all, different genes have different numbers of successful replicates. Second, the magnitude of the
errors depend on the signal intensity. And third, there are two levels of error: array-to-array variability and feature-to-feature variability.

The bootstrap error model represents synthetic genes that are not differentially expressed, but which have log ratios different from zero because of array-to-array and feature-to-feature variabilities. Since we are interested in applying the error model to genes for which there may be one or two failed features, we build three error models: one for genes for which all three features have been successful, one for genes with two successful features and one for genes with just one successful feature.

We build the error models using the gene expression values of the genes in the pilot study. For each gene in the pilot study, we compute the array and feature deviates as follows: the array deviates are the differences between the average log ratio of the features for that gene on the array and the log ratio for that gene averaged across all three arrays; the feature deviates are the differences between the log ratios of each feature and the average log ratio of all corresponding features on the same array.

The error model is constructed by adding feature deviates to array deviates. Since there are many more feature deviates than array deviates, we construct a distribution that is a hybrid between a permutation distribution and a bootstrap distribution (35). As the errors depend on signal intensity, we construct a different bootstrap distribution for each intensity level—corresponding to each gene in the pilot experiment. In order to do this, we need to construct a set of bootstrap errors associated with each possible intensity level. For each gene, there are either two or three array deviates, depending on the number of successful arrays. For each array deviate, we choose feature deviates at random from genes with a similar intensity level, by using a window of width 200 genes (after ordering the genes by intensity level). For the bootstrap distribution for arrays with one successful feature, we add one feature deviate to the array deviate; for the distribution with two successful features we add the average of two feature deviates to the array deviate; and for the bootstrap distribution for arrays with three successful features we add the average of three feature deviates to the array deviate. This generates a single value of the bootstrap distribution associated with that intensity level. We repeat this process 500 times for each array deviate, thus generating either 1000 or 1500 bootstrap ratios for each signal intensity level. These are used for generating the bootstrap distributions.

**Identification of differentially expressed genes.** Given a new microarray experiment on the same platform, we can use the error distribution to identify differentially expressed genes. For each gene, we look at the distribution of bootstrap log ratios for signal intensities within a window of 200 bootstrap genes with signal intensities similar to the gene being analysed, using the bootstrap distribution for the same number of features as the number of successful features for that gene (1, 2 or 3). Thus we have a distribution of up to 300,000 bootstrap log ratios, which represent errors at signal intensity similar to the gene in question. We compare the log ratio of the gene with the 300,000 bootstrap log ratios, and count the number of bootstrap log ratios that are more extreme (either positive or negative) than the gene being analysed. The bootstrap P-value is then the number of more extreme bootstrap log ratios divided by the size of the bootstrap distribution. In practice, we add 1 to the number of bootstrap log ratios to avoid getting P-values of 0. We select a threshold for differentially expressed genes using the FDR procedure (19).

The use of the FDR procedure also determines the number of bootstrap replicates to be used. In order to obtain any positive results, we need to ensure that the highest-ranked genes in the list (with the smallest P-values) can be significant. The smallest P-value obtainable is the reciprocal of the number of bootstrap replicates. Since the FDR is computed by multiplying the P-value by the number of genes on the array, we require the unadjusted P-value to be smaller than the desired FDR divided by the number of genes on the array. In this experiment, there are ~1000 genes on the array. Thus to allow possible FDRs of 1%, we require an analysis that can give an unadjusted P-value at least as small as $10^{-5}$. In order

**Figure 2.** (A) MVA plot for the array for infection with the EPEC strain after 6 h. Each gene is represented by one spot, which is colour coded according to the FDR associated with its P-value. The fold ratio at which genes are called differentially expressed depends on its signal intensity—with genes at higher signal intensity being differentially expressed at lower log ratios than genes at low-signal intensity. This is a reflection of the intensity-dependent error model. On the same axes we have plotted the standard deviation of the intensity-dependent error model distributions. There are three distributions: one for genes with one successful feature; one for genes with two successful features and one for genes with all three successful features. The distributions are most different at low-signal intensities, where the feature deviates are similar in magnitude to the array deviates. This is also the range of intensity where features are likely to fail. At high-signal intensities, where the magnitude of the feature deviates is much less than the magnitude of the array deviates, the distributions are dominated by the array deviates, and are very similar. In reality, features are much less likely to fail at high-intensity levels, so there is only a real need for the distribution for three successful replicates. (B) FDR plot for the EPEC strain array. On the x-axis we plot the P-value of the genes on a log (base 10) scale; on the y-axis we plot the FDR associated with that gene. This is essentially the expected number of false positives (equal to the number of genes in the analysis multiplied by the P-value), divided by the observed number of genes with P-values less than or equal to the P-value (i.e. the rank of the gene with this P-value). On this array, there are 804 genes in the analysis. We use the FDR curve to select differentially expressed genes. There are 27 genes with FDR <5% and 36 genes with FDR <10%. (C) Plot of average signal intensity against P-value for the genes in the EPEC ΔlifA mutant array. This is a diagnostic plot to determine the performance of our error model. Each spot represents a gene, and has been colour-coded according to the FDR associated with its P-value. There is no dependence of P-value on signal intensity, suggesting that our error model is performing well with these data. Furthermore, the FDR thresholds also do not depend on signal intensity, again supporting the use of our error model with these data. This contrasts with the MVA plot of log ratio against signal intensity, where there are more extreme log ratios at lower signal intensities than at higher signal intensities. The use of fold-ratio thresholds, or any other approach that does not include dependence of error on signal intensity, would be inappropriate with these data. (D) MVA plot of log ratio against signal intensity for the array for the EPEC ΔlifA mutant after 6 h. The results on this array show a far greater dependence of log ratio on signal intensity, with many more extreme values at low intensity, and fewer extreme values at high intensity. As with the ΔlifA, the analysis selects differentially expressed genes at high-signal intensities with lower fold ratios than the differentially expressed genes at low-signal intensities. (E) FDR plot for the ΔlifA mutant array. The FDR shows a similar behaviour. The top 29 genes have FDR <5% and the top 53 genes have FDR <10%. (F) Diagnostic plot of P-value against signal intensity for the ΔlifA mutant array. In general, there is no dependence of P-value on signal intensity. Similarly, there is no dependence of the FDR on signal intensity. However, there are two genes (BCL-2 antagonist of cell death and RAR-e) in the bottom-left-hand corner of the plot with very low-signal intensity and P-values. From this plot, we would suspect that these genes are outliers and do not represent truly differentially expressed genes. Furthermore, both these genes have only one successful feature, indicating that these data are likely to be less reliable.
to ensure this, we have chosen to use bootstrap distributions of size 300,000.

Implementation of the error model. The methodology described above has been implemented both in the programming language Perl and in the statistical programming environment R (www.r-project.org). Libraries are available from the authors upon request.

Cluster analysis. Cluster analysis has been performed using hierarchical clustering with the unweighted pair-group method using the arithmetic averages (UPGMAs) on a similarity matrix built with Pearson correlation coefficient. Figure 1 has been produced using the Gepas tool set (36).

RESULTS
Error model
We have generated error models representative of a human microarray and applied this to study the host cell response to bacterial infection. The models we have developed are based on a three independent biological and technical replications of an infection of a colon tumor cell line Caco-2 with the EPEC 0127:H6 strain. Genes in the human microarray have been spotted three times in different areas of the slide to monitor within slide variability. This array type has been manufactured utilizing a widely used commercial oligonucleotide set developed and commercialized by Operon (Qiagen Ltd).

The error model depends on both the array-to-array and the feature-to-feature deviation (Figure 1). Both deviations are intensity-dependent, with greater variability at low-signal intensities than at high-signal intensities. There is slightly greater array-to-array variability (SD = 0.27) than feature-to-feature variability (SD = 0.17).

Since the deviations are intensity-dependent, the distribution of the error model itself is intensity-dependent. We plot the standard deviation for the error model as a function of intensity (Figure 2A and D). The model for one successful replicate has an SD ~0.66 for lowest expressed genes (average intensity of ~6); the SD decreases to ~0.36 for genes of moderate expression (average intensity of ~10), and remains approximately constant at this lower level for higher expressed genes. The models for genes with two and three successful replicates have very similar behaviour but with standard deviations starting at 0.61 and 0.59 for the lowest expressed genes, and then decreasing to similar values for the high-expressed genes.

Statistical verification
We verify our results by plotting the P-value as a function of signal intensity (Figure 2C and F). As the error model includes a dependence of error on signal intensity, there should be no bias for differentially expressed genes at any level of signal intensity. In practice, on some arrays this is the case (Figure 2C), but on arrays where there is a more pronounced dependence of error on signal intensity (Figure 2D), some of the differentially expressed genes appear suspicious on this plot (Figure 2F) and are likely to be outliers.

Window width
We have investigated the influence of the window width on the number of genes detected as differentially expressed for a given FDR threshold. Figure 3 displays the percentage of genes detected as differentially expressed (ordinate) as a function of window width (abscissa). Our analysis shows that the number of genes detected with a window width <150 is unstable and tend to decrease with the increase in the window width. The number of genes is then stable up to a window size of 400 for a range of FDR values.

Characterization of EPEC and EHEC infection
In order to evaluate the potential of error model based expression analysis, we have characterized the response of human Caco-2 intestinal epithelial cells to E.coli infection.

As stated previously four different bacterial strains were analysed using microarray technology. These were EHEC O157:H7 (stx<sup>−</sup>), EPEC O127:H6, EHEC O157:H7 (stx<sup>−</sup>) Δer and EPEC O127:H6 ΔlifA. In addition, the O157:H7 (stx<sup>−</sup>) and EPEC O127:H6 strains were inactivated to test the ability of dead bacteria to elicit a host response.

In order to verify that a comparable number of human cells would be infected in our cultures, we have performed an adhesion assay and estimated the percentage of cells infected by each strain of E.coli. The assay has shown that in our experimental conditions a very similar number of Caco-2 cells are infected with the wild-type strains of EHEC and EPEC cells. In order to verify the success of the infection, we have also performed a fluorescent staining of the actin cytoskeleton of infected cells (Figure 4). Our analysis, in accordance with the recent findings by Cleary et al. (37), reveals dramatic difference between actin rearrangements of EHEC- and EPEC-infected cells. EHEC cells rearrange the actin...
Figure 4. Characterization of EPEC and EHEC infection. (A) The percentage of Caco-2 cells infected with EPEC O127:H6 (EPEC), EHEC O157:H7 Sakai (stx<sup>−</sup>/C<sup>−</sup>/C<sup>−</sup>) (EHEC), EPEC O127:H6 dliA (EPEC dliA) and EHEC O157:H7 Sakai (stx<sup>−</sup>/C<sup>−</sup>/C<sup>−</sup>) dler (EHEC dler) is shown. The graph clearly shows that the majority of cells are infected in all strains tested except the EHEC dler. (B–G) The result of immunofluorescence assay is shown. The images of Caco-2 cell infected with EPEC O127:H6 and EHEC O157:H7 Sakai (stx<sup>−</sup>/C<sup>−</sup>/C<sup>−</sup>) for 2 h are represented respectively in (F) and (G), and (D) and (E). Control Caco-2 cells (non-infected) are shown in (B and C). In (B, D and F), only the DAPI fluorescence is shown, whereas in (C, E and G) the merged fluorescence of both phalloidin (staining the cytoskeleton) and DAPI is shown. Red dashed circles in (D and F) indicate the position of the bacteria. In control cells actin microfilaments are diffused through the entire cell, while in infected cells they are clustered underneath the bacteria. It is noticeable that the morphology of the remodelling induced by EPEC O127:H6 and EHEC O157:H7 Sakai (stx<sup>−</sup>/C<sup>−</sup>/) was different.
cytoskeleton with evident polymerization below the bacterial cells, whereas in EPEC-infected cells the actin cytoskeleton is rearranged forming rings surrounding the bacterial cells. These differences in the phenotype of host infected cells could be just one aspect of more profound molecular differences in the host response.

The analysis of NF-κB downstream genes shows the efficacy of error model based expression profiling

The primary objective of our analysis has been to identify genes differentially expressed between control and infected cells. In particular, we first wanted to determine if error model based expression analysis is efficient in identifying genes expected to be differentially regulated consequent to infection. In order to do this we have selected, from our array, genes downstream the NF-κB pathway (38–40) (therefore known to be differentially regulated during infection) and we have chosen two arbitrary thresholds of FDR ≤10% and FDR ≤20% to generate lists of up- or down-regulated genes (Figure 5A). At a threshold of FDR ≤10%, significant up-regulation of NF-κB downstream genes has been detected in 65% of the expected cases (13 out of 20 cases; corresponding to the number of NF-κB assayed genes in the EHEC- and EPEC-infected cells). At an FDR ≤20%, the percentage of significant positive ratios slightly increases to 70%. In our experimental system, inactivated bacteria seem to be unable to activate the NF-κB pathway (Figure 5B). These results suggest that our methodology is accurate in identifying truly differentially expressed genes.

Global analysis of host response

In order to analyse the global response of cells in response to infection and to assess if error model analysis could provide new information on this biological process, we have then chosen an arbitrary threshold of FDR ≤10% to generate lists of genes significantly up- or down-regulated. We have then selected genes that were differentially regulated in at least one of the six arrays. This has led to a list of 116 genes. In order to facilitate the interpretation of our results we have performed cluster analysis on the 116 genes (Figure 5B). In addition to the conventional dendrogram and heat map representations, we have also produced a heat map labelling gene associated clusters. The results of a two-way hierarchical clustering are shown. Samples are: Caco-2 cells infected for 6 h with EPEC O127:H6 (EPEC), EPEC O127:H6 ΔlifA (EPEC ΔlifA), EHEC O157:H7 Sakai (stx²⁻/⁻) (EHEC), EHEC O157:H7 Sakai (stx²⁻/⁻) Δler (EHEC dler) and EHEC O157:H7 Sakai (stx²⁻/⁻) (EHEC fix) and EPEC O127:H6 (EPEC fix) fixed; versus uninfected control Caco-2 cells. (A) The results of clustering using a subset of genes known to be downstream to NF-κB activation are shown. Highly significant ratios (FDR <10%) are marked in the heat map by yellow boxes. Significant genes (FDR >10% and <20%) are marked by black boxes. (B) The results of a two-way hierarchical clustering of genes that is differentially regulated (FDR <10%) in at least one of the arrays are shown. Dendrograms and heat maps are flanked by a colour-coded map representing genes associated with an FDR above (blue) and below (red) the chosen threshold in each array.

Figure 5. Cluster analysis. (A and B) The results of a two-way hierarchical clustering are shown. Samples are: Caco-2 cells infected for 6 h with EPEC O127:H6 (EPEC), EPEC O127:H6 ΔlifA (EPEC ΔlifA), EHEC O157:H7 Sakai (stx²⁻/⁻) (EHEC), EHEC O157:H7 Sakai (stx²⁻/⁻) Δler (EHEC dler) and EHEC O157:H7 Sakai (stx²⁻/⁻) (EHEC fix) and EPEC O127:H6 (EPEC fix) fixed; versus uninfected control Caco-2 cells. (A) The results of clustering using a subset of genes known to be downstream to NF-κB activation are shown. Highly significant ratios (FDR <10%) are marked in the heat map by yellow boxes. Significant genes (FDR >10% and <20%) are marked by black boxes. (B) The results of a two-way hierarchical clustering of genes that is differentially regulated (FDR <10%) in at least one of the arrays are shown. Dendrograms and heat maps are flanked by a colour-coded map representing genes associated with an FDR above (blue) and below (red) the chosen threshold in each array.
There are currently other two methods available; of these, the Rocke–Lorenzato two-component error model (16) is widely used in the microarray community because of its availability within the popular software application Genespring. In order to further validate our approach, we have performed a comparison between our methodology and the Rocke–Lorenzato model.

The Genespring implementation of the Rocke–Lorenzato model infers the experimental error by assuming that the level of variability is a function of the control signal strength within all the measurements in the array (16). In our analysis, a Rocke–Lorenzato has been fitted with data from each individual array and the FDR calculated as described by Benjamini and Hochberg (19).

With the exception of two genes, our methodology consistently estimates lower $P$-values respect to the Rocke–Lorenzato model (Figure 6A). This property is propagated to the FDR and is reflected in the number of genes the two methods detect as differentially regulated. For example, at a FDR threshold of 10%, the Rocke–Lorenzato model gives fewer genes differentially expressed (4 genes differentially expressed in the EHEC infected cells and 10 genes differentially expressed in the EPEC-infected cells) than our method (26 differentially expressed genes in the EHEC-infected cells and 33 differentially expressed genes in the EPEC-infected cells).

Moreover, the comparison of genes downstream NF-kB detected as differentially regulated by both methods reveal that our methodology is more effective in identifying genes known to be differentially regulated: 13 out of 20 NF-kB downstream genes are detected as differentially expressed with our methodology (Figure 5A) whereas only 8 out of 20 are detected as differentially regulated with the Rocke–Lorenzato model (Figure 6B).

**DISCUSSION AND CONCLUSIONS**

We have described a simple method that allows the selection of differentially expressed genes from microarray experiments with no replicates. This method relies on the prior construction of an error model from a replicated pilot experiment on the same platform, which is then applied to subsequent data that are produced. Although, in an ideal world, microarray experiments would have sufficient biological replicates to allow rigorous statistical analysis via hypothesis tests, we believe that this exercise is of great value, particularly in large-scale experiments where it is not financially viable to allow such replication. Of course, for this method to be applicable, the subsequent data must come from the experimental system similar to the pilot experiment.

The error model we derive uses a bootstrap distribution that is able to capture intensity-dependent variability.
array-to-array variability, feature-to-feature variability, failed replicates and non-normal distributions of errors. Because of this, and its applicability to unreplicated experiments, we think that our model is superior to similar published works based on normal distributions. In particular, we demonstrated that our method performs substantially better than the widely used Rocke–Lorenzato model (16) implemented in the popular software package Genespring when applied to our data. Our work is also similar to the Locally Pooled Error model (13); however, our method has the advantage of being applicable to subsequent data where there is no replication at all.

We have analysed the effect of the window width in our error model. We have demonstrated that the number of genes detected at a given FDR threshold is stable in the range of 150–300 genes. The bootstrap model used in this analysis uses a fixed-width window of 200 in order to determine bootstrap distributions that capture the dependence of error on signal intensity. This value of window width is within the stable interval and it is sufficiently small to ensure a good inference of the intensity-dependent distribution.

We have based our gene expression threshold on an FDR calculation, so that we have been able to select differentially expressed genes with a quantitative measure of the likely number of false positives in the final list. An important issue in relationship with the detection of differentially expressed genes and the computation of FDRs is that there is substantial correlation structure in the gene expression profiles. There are modified forms of the FDR that attempt to take into account correlations in the data (43); however, the same group has found that the original FDR formulation is more effective for analysing microarray data (44). Therefore, we have used the original FDR formulation. An important area of future research into microarray data analysis will be to gain a greater understanding of the effects of the correlation structure on the selection of differentially expressed genes.

We have validated our method against a panel of genes known to be differentially regulated in Caco-2 cells and discovered that, at acceptable values of the FDR, up to 70% of the genes expected to be differentially expressed (after infection with alive bacteria) are detected as significant by our method.

Our observations that inactivated bacteria are unable to elicit NF-κB response are also consistent with reports from other groups (45,46). La Ferla et al. (45) have analysed a collection of 15 E.coli isolates and have discovered that the large majorities were able to activate the NF-κB pathway but none of them retained this ability after inactivation. Other groups have reported that inactivated E.coli cells are able to induce the expression of a number of NF-κB downstream genes in human PBMCs. Whether additional factors are required for the activation of this signalling pathway in our infection system is still unclear.

Our analysis has discovered a very divergent transcriptional response of the host cells in response to infection with EHEC or EPEC strains. These molecular differences reflect the divergent actin polymerization patterns that we have observed in EPEC- and EHEC-infected cells and are certainly much larger than originally expected. Moreover, the infection with an EHEC strain, mutated in the Ler regulator, seems to be associated with a larger transcriptional response with respect to cells infected with the wild-type strain, suggesting a broader role for Ler downstream genes in controlling host response than originally anticipated by Hauf and Chakraborty (47).

Our results can be used to generate new hypothesis on molecular pathways involved in the infection process. The observation that the interferon γ (IFN γ) receptor activation is a EPEC-specific component of the host response may be linked to the destruction of the IFN γ pathway in cells infected by EHEC and not by EPEC (48).

Our finding that the activation of the PDGF receptor is a specific event consequent to infection with EPEC, leads to another interesting hypothesis. PDGF stimulation leads to the activation of Abl tyrosine kinases that are known to be involved in the phosphorylation of the translocated protein Tir. The Tir protein is conserved in both EHEC and EPEC but the phosphorylation is required only in EPEC (49). The up-regulation of the PDGF receptor could create a favourable intracellular environment in cells infected by EPEC.

We have also observed two important pathways involved in cell remodelling regulated during infection. Agrin and its receptor is an example of a EHEC-specific pathway whereas the Wnt pathway may be a more general mechanism to control cellular remodelling during infection. The modulation of the Wnt signalling pathway may not have consequences only on the cell motility. The Wnt-16 gene is expressed in peripheral lymphoid organs and has been shown to be involved in haemopoiesis and to stimulate the proliferation of pre-B cells (50). The down-regulation of this gene by EHEC could therefore have an impact in the regulation of the host immune response at the mucosal level.

Error model gene expression analysis is not a substitute for experimental replication and proper statistical analysis. Indeed, because of the lack of biological replication, any hypotheses derived from these results would require further verification. However, our methodology is designed to be used in large-scale high-throughput screenings, where it would not be economically viable to generate the necessary level of replication. We have shown that our methodology can provide information on cell responses that is sufficiently detailed to allow hypothesis formulation, and thus that our method is amenable to be applied to the analysis of very large collections of biological samples. Therefore, this methodology makes it possible to perform meaningful analyses of microarray data from large-scale screenings of bacterial mutant collections.
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