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Changing atmospheric CO₂ concentration was the primary driver of early Cenozoic climate
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The Early Eocene Climate Optimum (EECO, which occurred about 51 to 53 million years ago)¹, was the warmest interval of the past 65 million years, with mean annual surface air temperature over ten degrees Celsius warmer than during the pre-industrial period²–⁴. Subsequent global cooling in the middle and late Eocene epoch, especially at high latitudes, eventually led to continental ice sheet development in Antarctica in the early Oligocene epoch (about 33.6 million years ago). However, existing estimates place atmospheric carbon dioxide (CO₂) levels during the Eocene at 500–3,000 parts per million⁵–⁷, and in the absence of tighter constraints carbon–climate interactions over this interval remain uncertain. Here we use recent analytical and methodological developments⁸–¹¹ to generate a new high-fidelity record of CO₂ concentrations using the boron isotope (δ¹¹B) composition of well preserved planktonic foraminifera from the Tanzania Drilling Project, revising previous estimates⁶. Although species-level uncertainties make absolute values difficult to constrain, CO₂ concentrations during the EECO were around 1,400 parts per million. The relative decline in
CO$_2$ concentration through the Eocene is more robustly constrained at about fifty per cent, with a further decline into the Oligocene$^{12}$. Provided the latitudinal dependency of sea surface temperature change for a given climate forcing in the Eocene was similar to that of the late Quaternary period$^{13}$, this CO$_2$ decline was sufficient to drive the well documented high- and low-latitude cooling that occurred through the Eocene$^{14}$. Once the change in global temperature between the pre-industrial period and the Eocene caused by the action of all known slow feedbacks (apart from those associated with the carbon cycle) is removed$^{2-4}$, both the EECO and the late Eocene exhibit an equilibrium climate sensitivity relative to the pre-industrial period of 2.1 to 4.6 degrees Celsius per CO$_2$ doubling (66 per cent confidence), which is similar to the canonical range (1.5 to 4.5 degrees Celsius$^{15}$), indicating that a large fraction of the warmth of the early Eocene greenhouse was driven by increased CO$_2$ concentrations, and that climate sensitivity was relatively constant throughout this period.

Over the past 540 million years, Earth’s climate has oscillated between a globally warm ‘greenhouse state’ and an ‘icehouse state’ with substantial continental glaciation$^{16}$. The most recent of these transitions occurred between the warmest time interval of the last 65 million years—the EECO (about $14 \pm 3$ °C warmer than pre-industrial times$^2$)—and the rapid growth of ice on Antarctica in the earliest icehouse state of the Oligocene (~33.6 Myr ago$^1$). It has been suggested that variations in the concentration of the greenhouse gas CO$_2$ were responsible for both the overall warmth of the Eocene and the subsequent cooling$^{17}$. Recent studies have documented the importance of CO$_2$ decline for the final step into the icehouse across the Eocene–Oligocene transition$^{12,18}$. Despite this, the few available CO$_2$ reconstructions vary markedly between different proxy systems, obscuring relationships with the global cooling trend$^{1,5,19,20}$ and therefore preventing a robust test of this hypothesis (Fig. 1). Furthermore, fully coupled climate models require CO$_2$ concentrations ranging from twice 2× to 16× the pre-industrial value (560–4,480 parts per million (p.p.m.); see, for example, ref. 21) in order to replicate reconstructed early Eocene sea surface temperatures (SSTs) and mean annual air temperatures (MATs). Clearly, to use past warm climate states like the early Eocene to evaluate models and our understanding of the climate system, new and more accurate CO$_2$ reconstructions are needed.
The use of boron isotopes (δ\(^{11}\)B) in marine carbonates is a well understood proxy of seawater pH, allowing for high-fidelity reconstructions of atmospheric CO\(_2\) in locations where surface seawater is in near-equilibrium with the atmosphere regarding CO\(_2\) (see refs 9 and 22). Recently, the isotopic fractionation factor of boron in seawater has been experimentally determined\(^{10}\), our understanding of the evolution of the ocean carbonate system through time has improved\(^{23,24}\), and it has become apparent through inter-laboratory comparison studies\(^{8}\) that a potential bias relating to the foraminiferal B/Ca ratio may exist in earlier studies, suggesting that published Eocene δ\(^{11}\)B–CO\(_2\) estimates\(^{6,7}\) need to be revisited. Here we resolve these issues by measuring the δ\(^{11}\)B of well preserved Eocene planktonic foraminifera from the Kilwa group in Tanzania using multi collector inductively coupled plasma mass spectrometry (MC-ICPMS)\(^9\) and a greater array of species, to resolve the potential for species-specific and depth-habitat-related biases in δ\(^{11}\)B more clearly.

The approach we follow to determine atmospheric CO\(_2\) from foraminiferal calcium carbonate δ\(^{11}\)B (δ\(^{11}\)B\(_c\)) is detailed in the Methods. We analysed foraminifera from five discrete time slices between 36.9 and 53.2 Myr ago recovered by the Tanzania Drilling Project (Extended Data Fig. 1), and we quantified the oxygen isotopic composition (δ\(^{18}\)O) of up to 17 different foraminifera species occupying a range of depth habitats to derive the calcification temperature and hence the relative habitat depth of the taxa\(^{25}\). In each case we find a decrease of δ\(^{11}\)B\(_c\) with increasing depth, consistent with modern ocean δ\(^{11}\)B\(_{borate}\) profiles (Fig. 2) and a clustering of the warmest species with a similar δ\(^{11}\)B\(_c\).

By applying species-specific δ\(^{11}\)B–pH calibrations, δ\(^{11}\)B\(_c\) measurements can be converted to pH reconstructions with depth. However, we lack such calibrations for these extinct taxa. The δ\(^{11}\)B vital effects that are a result of foraminiferal physiology (Methods) appear to be reduced in Eocene foraminifera compared to modern taxa for both shallow symbiont-bearing and deeper non-symbiotic planktonic foraminifera. We therefore calculate pH from δ\(^{11}\)B\(_c\) using two different approaches to bracket the probable magnitude of δ\(^{11}\)B–pH vital effects: (1) we assume δ\(^{11}\)B\(_c\) = δ\(^{11}\)B\(_{borate}\) (hereafter the ‘borate’ calibration), and (2) we assume that the shallower foraminifera in each time slice has the δ\(^{11}\)B–pH calibration of the modern mixed-layer-dwelling foraminifera Trilobatus sacculifer\(^{22}\).
The boron isotopic composition of seawater ($\delta^{11}\text{B}_{\text{sw}}$) is also required to calculate pH, constrained here by two methods, both based on the observation that the reconstructed pH gradient from shallow to deep for a given $\delta^{11}\text{B}_{\text{borate}}$ gradient in the water column is a function of $\delta^{11}\text{B}_{\text{sw}}$ because of the nonlinearity of the $\delta^{11}\text{B}$–pH proxy (Extended Data Fig. 2, Methods). If we assume $\delta^{11}\text{B}_c = \delta^{11}\text{B}_{\text{borate}}$ we calculate $\delta^{11}\text{B}_{\text{sw}}$ to be in the range 38.2–38.7‰. This is slightly increased to 38.6–38.9‰ if we use the $\delta^{11}\text{B}$–pH calibration of *T. sacculifer* (Methods).

Given the strong positive relationship between $\delta^{11}\text{B}$ and pH, it is evident from our $\delta^{11}\text{B}_c$ data alone that surface water pH increased through the Eocene (Fig. 3a). However, having determined both $\delta^{11}\text{B}_{\text{sw}}$ and calcification temperature, we can generate quantitative estimates of upper-ocean pH, and here we propagated a conservative estimate of the relevant uncertainties using a Monte Carlo approach (Methods). Based on these upper-water-column reconstructions and the borate (or *T. sacculifer*) calibration, we estimate that surface water pH increased from $7.66 \pm 0.06$ (or $7.59 \pm 0.06$) at 53.2 Myr ago, to $7.80 \pm 0.07$ (or $7.76 \pm 0.06$) by 36.9 Myr ago. By extending our knowledge of species depth habitat and $\delta^{11}\text{B}_{\text{sw}}$ to the $\delta^{11}\text{B}_c$ data set of ref. 12 (Methods), it is apparent that surface-water pH continued to increase in the early Oligocene, reaching $7.88 \pm 0.05$ (or $7.84 \pm 0.05$) by ~33 Myr ago. Notably, our Eocene surface-water pH estimates are lower than any others reported in the Cenozoic era, including during the warmth of the middle Miocene and Pliocene: minimum pH values of 7.83 (ref. 22) and 7.99 (ref. 26), respectively.

Ocean pH, like seawater CO$_2$—that is, [CO$_2$]$_{\text{aq}}$—is largely determined by the ratio of total alkalinity to total dissolved inorganic carbon. Hence, to first order, our pH estimates also indicate that [CO$_2$]$_{\text{aq}}$ declined through the Eocene. Given the oligotrophic setting of our site, this further implies that atmospheric CO$_2$ declined through the study interval. However, quantitative constraints on early Cenozoic CO$_2$ evolution require a second carbonate system parameter. Here we assume that the surface seawater saturation state for calcite ($\Omega_{\text{calc}}$) at our site remained between 5.5 and 7.5, a conservative range that encompasses geochemical model estimates$^{27}$ (Methods; Extended Data Fig. 3). Uncertainty was again fully propagated (details in Methods).
As expected given the raw $\delta^{11}$B$_c$ values and calculated pH, we find that CO$_2$ decreased (Fig. 3b) for the borate calibration (or the T. sacculifer calibration in Extended Data Fig. 4) from 1,400 ± 470 p.p.m. (or 1,900 ± 600) p.p.m. during the EECO to ≤770 p.p.m. (or 920 p.p.m.) from 40.3 Myr ago onwards, reaching a minimum of 550 ± 190 p.p.m. (or 670 ± 210 p.p.m.) in the early Oligocene. Our new data confirm that CO$_2$ was most probably ≥1,000 p.p.m. (at a 95% confidence interval) during the EECO, consistent with the recently revised estimates using the sodium carbonate mineral nahcolite$^{11}$. Although our younger time slices are in good agreement with alkenone-based CO$_2$ reconstructions (Extended Data Fig. 4), our early Eocene CO$_2$ reconstructions are clearly unprecedented in the Cenozoic. At 5–7× the pre-industrial value, our reconstructed EECO CO$_2$ value can provide tighter constraints on models than those that have been previously available. Critically, our CO$_2$ reconstructions are lower than required by a number of coupled ocean–atmosphere climate models to achieve a good match with Eocene temperature data$^{21}$.

Using our new CO$_2$ record, the possible role of CO$_2$ in driving Eocene cooling can be quantitatively examined. The relative change in climate forcing attributable to CO$_2$ change ($\Delta F_{\text{CO}_2\text{-vs.-EECO}}$) through the Eocene can be estimated$^{28}$ as:

$$\Delta F_{\text{CO}_2\text{-vs.-EECO}} = 5.32 \times \ln(C_t/C_{\text{EECO}}) + 0.39 \times [\ln(C_t/C_{\text{EECO}})]^2$$

(1)

where $C_{\text{EECO}}$ is the atmospheric CO$_2$ concentration at the EECO, and $C_t$ refers to the CO$_2$ reconstruction at a particular time in the Eocene. The CO$_2$ forcing based on our reconstructions for the Eocene is well correlated with the contemporaneous proxy-derived sea surface cooling, albeit with considerably larger cooling at high latitudes (Fig. 4a, Extended Data Fig. 5a, $R^2 = 0.8$ at low latitudes and 0.9 at high latitudes).

The apparent latitudinal dependency of SST change for a given change in radiative forcing has recently been determined for the last 520,000 years (520 kyr; ref. 13), using CO$_2$, ice-sheet albedo (which are slow feedbacks), dust and mean annual insolation as forcing terms$^{29}$. Assuming that this latitudinal dependency for a given forcing (Fig. 4b and Methods)$^{13}$ is also appropriate for the Eocene, we can calculate the expected SST change as a result of the climate forcing, $\Delta F_{\text{CO}_2}$ (see equation (1)), for each target time slice in our study, for high latitudes (60° N and 60° S; blue lines on Fig. 4b) and low latitudes (30° N to 30° S, red box on Fig. 4b; see Methods) and compare these to a recent SST compilation$^{14}$. The calculated SST change from our
CO₂ reconstructions is within error of the observed, proxy-derived SST evolution of both high and low latitudes through the Eocene (Fig. 4c, Extended Data Fig. 5c) regardless of which δ¹¹B–pH calibration is used. This supports CO₂ as the principal driver of long-term Eocene cooling, although feedback processes involved in causing the observed polar amplification in Fig. 4a and Extended Data Fig. 5a must also play a vital part in determining its pattern.

Our CO₂ reconstructions also allow us to examine the sensitivity of the Earth’s temperature to changes in radiative forcing. This is often discussed in terms of Equilibrium Climate Sensitivity (ECS): the global mean surface temperature change (in degrees Celsius) for a doubling of CO₂ after all those feedbacks that operate on the timescale of about a century have time act (the “fast” feedbacks). The ECS can be calculated for the Eocene using:

\[
\text{ECS} = \frac{\Delta T}{\Delta F_{\text{CO}_2,\text{vs-P}1}} \times 3.87
\]

where \( \Delta T \) is the global mean surface temperature change compared to the pre-industrial period, corrected for the action of those feedbacks that operate on timescales longer than a century (the “slow” feedbacks) (Fig. 4d, Extended Data Fig. 5d); \( \Delta F_{\text{CO}_2,\text{vs-P}1} \) is calculated as in equation (1), replacing \( C_{\text{EECO}} \) with pre-industrial CO₂ (278 p.p.m.) because we are interested in forcing change relative to the pre-industrial period (Fig. 4e, Extended Data Fig. 5e); and 3.87 is the climate forcing of a CO₂ doubling (in units of W m⁻²), calculated using equation (1).

The global mean surface temperature change for the EECO is thought to be ~14 ± 3 °C warmer than the pre-industrial period, and ~5 °C warmer than the late Eocene (35 Myr ago; refs 2 and 29). Recent climate modelling studies have ascribed 4–6 °C of Eocene warmth to changes in boundary conditions (such as palaeotopography and continental configuration) and the action of the slow climate feedbacks (principally the lack of a continental ice sheet on Antarctica and vegetation change). If atmospheric CO₂ concentration were the principal driving mechanism for the relative warmth of the EECO and late Eocene, we would expect the Eocene ECS value to fall within the range reported by the Intergovernmental Panel on Climate Change, based on climate modelling and observations of the (palaeo)climate system. However, if other climate feedbacks were important that we have not accounted for in our correction of the ‘slow’ feedbacks, or if the forcing is not due to CO₂ alone, then the calculated ECS value would be different from that reported by the IPCC. Full
details of how the uncertainties in these various parameters are propagated can be found in the Methods, but from Fig. 4f and Extended Data Fig. 5f it is clear that the average ECS we calculate for the Eocene lies, for the borate (or T. sacculifer) approach in the range 2.6–4.6 °C (or 2.1–3.6 °C) per CO$_2$ doubling (66% confidence) with maximum probability for the EECO of 3.8 °C (or 3.3 °C). This range (2.1–4.6 °C per CO$_2$ doubling) is similar to the IPCC range (1.5–4.5 °C at 66% confidence$^{15}$). Therefore, the 65% of early and late Eocene warmth attributed to fast feedbacks$^{2–4,29}$ is consistent with Eocene warmth being driven by higher atmospheric CO$_2$ concentrations. This supports the importance of atmospheric CO$_2$ variability in determining both the warmth of the early Eocene and the cooling that ultimately led to the establishment of the late Cenozoic icehouse.
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Figure 1 Currently available Eocene atmospheric CO$_2$ records and benthic foraminiferal $\delta^{18}$O values. a, CO$_2$ reconstructions$^{5,6,11,12,19,20}$ with the 2 s.d. uncertainties. b, Benthic foraminiferal $\delta^{18}$O (ref. 1). The green line shows the five-point moving average of the grey line, with data age modified to account for the revised timing of the MECO$^{30}$. Lower benthic $\delta^{18}$O values denote warmer bottom-water temperatures (or less ice volume, which is assumed to be minimal in the Eocene). Error bars on $\delta^{18}$O are smaller than the symbols (Methods).
Figure 2 Eocene planktonic foraminiferal multi-species stable isotope arrays. a–e, Foraminiferal $\delta^{13}$C versus $\delta^{18}$O for each time slice. f–j, Foraminiferal $\delta^{11}$B values versus $\delta^{18}$O inferred water depths for each time slice. h shows the anomalous behaviour of *Globigerinatheka* spp. (black diamond symbols), in both $\delta^{13}$C and $\delta^{11}$B
(see Methods). The blue arrow in j shows the correction of T. cerroazulensis δ11B to shallower water values (Methods). Shaded areas in f to j surround the species used in Fig. 3a. Errors on δ13C and δ18O are smaller than symbols. Error bars on δ11B are 2 s.d. based on long-term precision (Methods). VPDB, the Vienna Pee-Dee belemnite standard. For full species spelling see Supplementary Table 1.

Figure 3 New atmospheric CO2 reconstructions from shallow planktonic foraminiferal δ11B. a, δ11B of shallower foraminifera (symbols as in blue-shaded areas of Fig. 2) and asterisks represent the average of those for each timeslice. Blue squares and orange circles represent the warmest species used in b. Ref. 12 data are offset (Supplementary Table 2, Methods). b, Atmospheric CO2 assuming δ11Bc = δ11Bborate using the warmest species of each time slice. Red line is based on ref. 11. c, Benthic foraminiferal δ18O (ref. 1) (as in Fig. 1b). Age error bars (b) are based on the ages of the nearest datums, δ11B errors are as in Fig. 2, and the CO2 uncertainty is based on the 95% confidence of Monte Carlo error propagation (Methods).
Figure 4 CO₂ as a driver of latitudinal cooling in the Eocene, and ECS analyses of the EECO and late Eocene time slices. 

**a**, Evolving relationship between SST₁₄ for high and low latitudes and the CO₂ forcing of each of our time slices relative to the EECO, with linear regression fits and coefficients of determination ($R^2$). 

**b**, Apparent latitudinal SST sensitivity for the last 520 kyr (ref. 13). The dashed line is the second-order polynomial through the SST sensitivity data (grey crosses) of ref. 13. Red shading shows the SST sensitivity estimates averaged as a low-latitude mean, and blue lines show the high-latitude mean. 

**c**, Reconstructed (lines) and estimated (symbols) SST relative to 53.2 Myr ago. Symbols are estimated using the respective CO₂ reconstructions and the average low-latitude (red circles) and high-latitude (blue triangles) SST sensitivities of **b**. Bold lines show the reconstructed long-term mean SST estimates using the TEX₈⁶ proxy¹⁴ at high latitudes (blue >55°) and low latitudes (red <30°) relative to the SST ~53 Myr ago. Error bars represent full propagation of errors at 95% confidence. 

**d**, Range in mean surface temperature change for early and late Eocene corrected for changes due to slow feedbacks²⁴,²¹,²⁹. 

**e**, Forcing compared to the pre-industrial period calculated using our CO₂ reconstructions for the time slices 53.2 Myr ago (early Eocene) and 36.9 Myr ago (late Eocene). 

**f**, Probability density functions of ECS for the early and late Eocene compared to IPCC estimates. Shaded bands around lines throughout show 95% confidence intervals.
METHODS

Site information
To obtain optimal records of oxygen, carbon, and boron isotopes, we used well preserved ‘glassy’ carbonate microfossils from the Palaeogene of the Kilwa Group material drilled by the Tanzanian Drilling Project31,32. The core sites were located on the outer shelf or upper continental slope approximately 50–70 km offshore33, at a palaeolatitude of 19° S, and bathyal palaeewater depths of >300 m (ref. 31). Seismic data, sedimentary facies, nanofossil and planktic foraminiferal assemblages as well as low concentrations of dinoflagellates and a lack of marine biomarkers indicative of high export productivity confirm that these sediments were deposited under open-ocean conditions with waters derived from the Indian Ocean subtropical gyre34–36, supporting the assumption that [CO₂]ₐₐ₉ offshore Tanzania was in (near) equilibrium with the atmosphere with respect to CO₂. This is supported by the “cGENIE” Earth system model estimates with Eocene boundary conditions for offshore Tanzania (Extended Data Fig. 6)37; nevertheless, to include the uncertainty of potential disequilibrium with the atmosphere we added ±40 p.p.m. CO₂ uncertainty into our estimates of atmospheric CO₂ using δ¹¹B.

Sample preparation
Approximately 3–4 mg of mono-specific foraminiferal material of a narrow size fraction (for example, ~300 individuals from the 212–250 µm sieve size fraction) were separated from ~10 cm of core material (24 cm for the time slice 53.2 Myr ago) for tandem analyses of all isotopes (δ¹⁸O, δ¹³C and δ¹¹B) and trace-element composition. Identification of planktonic foraminifera followed ref. 35. Each sample was gently crushed and divided into two parts: one for δ¹¹B and elemental analyses and another for δ¹⁸O and δ¹³C measurements (~100 µg, ~3% per weight). For the timeslices 53.2 Myr ago and 40.3 Myr ago, Cibicidoides sp. were also picked for analyses (~1 mg). Splits for elemental and δ¹¹B analyses were cleaned following established methods38–40. Trace-element ratios were determined as in ref. 9 and in all cases Al/Ca ratios were <120 µmol mol⁻¹ (typically <100 µmol mol⁻¹), showing efficient foraminiferal cleaning9,40.
δ¹⁸O-δ¹³C analyses, temperature reconstructions, relative habitat depth assignments

For all δ¹⁸O and δ¹³C analyses, we followed the analytical approach described elsewhere⁴¹, and values are reported relative to the Vienna Pee Dee Belemnite (VPDB) standard, with 1 s.d. standard external precision of ±0.06‰ and ±0.07‰ respectively. All temperature reconstructions are based on the equation of ref. 42, corrected for changes in global ice volume of −0.8‰⁴³ and palaeolatitude of +0.83‰⁴⁴ (following ref. 45). Any further secular trends in seawater δ¹⁸O, regional variations in the oxygen isotope ratio of seawater, or differing carbonate ion concentrations are not known with sufficient confidence, so no additional corrections were applied. The lowest δ¹⁸O value in each multi-species depth profile was used to calculate the maximum SST for each time slice with a conservative uncertainty of ±2 °C that encompasses the differences among variable carbonate δ¹⁸O equations (ref. 45), and includes potential uncertainties in δ¹⁸Osw (refs 43 and 46).

Identification of foraminiferal depth habitats is based on δ¹⁸O following refs 25 and 35. This method could carry large uncertainties in the absolute depth reconstructions, but the relative depth habitats of surface and deep taxa are clearly distinguishable from the δ¹³C versus δ¹⁸O cross plots (see, for example, refs 25, 45, 47–54), and supported by comparison of δ¹¹B versus δ¹⁸O profiles (Fig. 2). Further support for our approach is given by the depth assignment of benthic foraminifera Cibicidoides based on δ¹⁸O values at 53.2 and 40.3 Myr ago, which at 300–320 m agrees well with the site’s palaeowater depth³¹. Any uncertainty in the absolute depth assignment of foraminifera as a result of the 4 °C range (±2 °C) contributes <0.1% uncertainty to the carbonate system calculations and thus is not included, although the temperature uncertainty is fully propagated into our carbonate system estimates (see below).

Boron isotope proxy and analyses

Boron isotopes in planktonic foraminifera residing close to the seawater surface have been used extensively to reconstruct past ocean pH and thus CO₂ concentrations⁹,²²,⁵⁵–⁵⁷. External reproducibility of δ¹¹Bc analyses is calculated using the approach of ref. 40 and the relationship of ref. 41.
To reconstruct seawater pH and thus CO₂ concentrations on million-year timescales using foraminiferal δ¹¹B values, we must take some steps that include: (1) correcting for any vital effects in extinct species; (2) constraining the δ¹¹B_{sw}, which, given the 10–20 Myr ago residence time for boron in the ocean is probably different from the modern value (39.61‰)⁵⁸,⁵⁹; and (3) estimating a second carbonate system parameter to infer aqueous CO₂ concentration ([CO₂]_{aq}) from pH. Other necessary steps include (4) reconstructing the calcification temperature and relative habitat depth of foraminifera; (5) knowing the CO₂ disequilibrium between surface waters and atmosphere at the study site; and (6) ensuring that primary δ¹¹B values are not altered by diagenesis (mitigated here by using ‘glassy’ foraminifera).

**Vital-effects corrections associated with the boron isotope proxy**

Offsets between the boron isotopic composition of ambient seawater borate ion (δ¹¹B_{borate}) and that of foraminiferal calcite (δ¹¹B_c) are known as vital effects. Such vital effects develop in response to respiration, calcification and photosynthesis generating a pH gradient within the micro-environment (the diffusive boundary layer) around foraminifera⁶⁰,⁶¹. For extant species these effects can be accounted for using species-specific δ¹¹B–pH calibrations (for example, refs 9, 62–64). However, all Eocene foraminifera species are extinct and thus vital effects can only be assessed indirectly. To supplement our existing understanding of modern vital effects²²,²⁶,⁶²,⁶⁴,⁶⁵ we generated core-top (Holocene) planktonic foraminiferal δ¹¹B, δ¹⁸O and δ¹³C values (Extended Data Fig. 7c and Supplementary Table 1) from offshore Tanzania (Glow 15, ref. 66). Modern foraminifera from offshore Tanzania show a substantially less coherent relationship with δ¹⁸O than our Eocene samples (Extended Data Fig. 7 and Fig. 2). This increased spread is at least partly due to the known large vital effects of modern foraminifera, where offsets of 0–4‰ are required for the δ¹¹B of our modern species to match the δ¹¹B of seawater borate (Extended Data Fig. 7c).

If we apply published modern symbiont-bearing planktonic foraminifera δ¹¹B–pH calibrations²²,²⁶,⁶⁴ for the shallower Eocene species, and symbiont-barren δ¹¹B–pH calibrations of modern planktonic foraminifera²⁶,⁶⁵ for the Eocene deep dwellers, an unrealistic picture emerges (Extended Data Fig. 8). Specifically, there is increased scatter between the shallowest and deepest planktonic foraminifera and inversion in pH gradients with depth. Additionally, there is clear disagreement between
Cibicidoides, that we know exhibits minimal vital effect for $\delta^{18}$O, $\delta^{11}$B and $\delta^{13}$C (refs 40, 67), and deeper planktonic foraminifera of similar depth (Extended Data Fig. 8), which are otherwise overlapping in $\delta^{11}$Bc (for the 53.2-Myr-ago time slice, S. roesnaesensis $\delta^{11}$B = 12.96 ± 0.38 ‰ is in agreement with Cibicidoides, which average 13.15 ± 0.53‰, and for the 40.3-Myr-ago time slice, the average Subbotina $\delta^{11}$B = 12.63 ± 0.38‰ is within uncertainty of the Cibicidoides $\delta^{11}$B = 12.71 ± 0.30‰). This suggests that modern vital effects are probably not applicable to Eocene planktonic foraminifera. Given that modern vital effects appear to be unsuitable for the Eocene, as explained above, we argue by extension that the reduced scatter in the Eocene, and notably the agreement in $\delta^{11}$Bc among the mixed-layer species targeted in the Eocene (in stark contrast with modern values; Extended Data Fig. 7c), suggests a more minor role for vital effects in determining $\delta^{11}$B, and therefore that the targeted Eocene foraminifera must more closely reflect the $\delta^{11}$B of ambient borate ion. Furthermore, different size fractions of the Eocene foraminifera belonging to the genus Acarinina from this study (Supplementary Table 1), and for Early Eocene/Palaeocene Morozovella velascoensis and A. soldadoensis in ref. 68 have $\delta^{11}$Bc compositions within analytical uncertainty. This contrasts with the modern symbiont-bearing planktonic foraminifera T. sacculifer and Globigerinoides ruber that exhibit large changes in $\delta^{11}$B with size (1‰ to 2.3‰; refs 64, 69), again supporting our assertion that vital effects are reduced in the Eocene foraminifera.

Although we do not yet have a full mechanistic understanding of the causes of $\delta^{11}$B vital effects in planktonic foraminifera, a reduction in vital effects for the Eocene foraminifera would most probably result from a reduction in the relative magnitude of one or more of the following physiological processes: calcification, photosynthesis or respiration. For instance, for smaller modern foraminifera the magnitude of the influence of symbiont photosynthesis on the pH of the diffusive boundary layer is reduced, with smaller-size-fraction foraminifera recording $\delta^{11}$Bc closer to that of seawater borate$^{64,69}$. Here, the size of our shallower Eocene foraminifera is mostly within 212–250 µm, which is reduced compared to the modern foraminifera analysed here (300–355 µm) and elsewhere (≥425 µm; ref. 70). Also, vital-effect offsets are pH-dependent (see Extended Data Fig. 9) for symbiont-bearing foraminifera$^{62–64,71}$. Eocene symbiotic planktonic foraminiferal composition is 15.5–14.5‰, and for this
range the *T. sacculifer* (300–355 μm; ref. 22) calibration has a minimal effect on pH estimates, as it requires only a 0.1–0.3‰ correction on δ¹¹Bc for deriving δ¹¹Bborate.

Importantly, while the modern symbiont-bearing foraminifera calibrated to date have δ¹¹B composition offset from the seawater borate curve, only δ¹¹B–pH calibrations for three dinoflagellate hosting species have so far been published⁹,⁶²–⁶⁴. Our new depth profile for the modern Indian Ocean shown in Extended Data Fig. 7c shows that some extant species (*Globigerinella siphonifera* and *Globorotalia menardii*) have minimal δ¹¹Bc offsets from seawater borate δ¹¹B.

Additional support for minimal vital effects in Eocene foraminifera is also given by the relative agreement with independently calculated Eocene CO₂⁵,¹¹,¹⁹ when the borate δ¹¹B–pH calibration is used (Extended Data Fig. 4). Nonetheless, we also apply the modern *T. sacculifer* calibration, because this provides an upper limit on the likely extent of δ¹¹B vital effects in Eocene foraminifera. Notably, our calculated pH and CO₂ estimates for both approaches are largely within uncertainty (Extended Data Fig. 4), highlighting that such assumptions have little influence on the conclusions drawn (Fig. 4 and Extended Data Fig. 5).

**Constraints on δ¹¹Bsw**

Geochemical box models⁵⁸ and existing records of benthic foraminiferal δ¹¹Bc, coupled with assumptions regarding deep-water pH evolution⁷², indicate that δ¹¹Bsw is unlikely to have changed from its modern value by more than 2.5‰ since the EECO (with a likely maximum rate of change of 0.1‰ per million years)⁵⁸. Here, we use new, empirically constrained, upper and lower bounds on Eocene δ¹¹Bsw from several independent approaches. The underlying methodology for quantifying a maximum and minimum δ¹¹Bsw is based on the observation that the δ¹¹B versus pH is nonlinear (Extended Data Fig. 2), and its curvature is affected by δ¹¹Bsw; when δ¹¹Bsw is higher, for any given δ¹¹Bc gradient the reconstructed pH change is larger than when δ¹¹Bsw is lower. Furthermore, the curvature in the δ¹¹B–pH relationship results in there being a pH below which the δ¹¹B system becomes unresponsive. The lowest foraminiferal δ¹¹Bc recorded in this study therefore provides the first constraint on the δ¹¹Bsw, which then places an additional upper bound on δ¹¹Bsw. The lowest δ¹¹Bc values we recovered are for *Subbotina crociapertura* of 11.54 ± 0.29‰ at 45.6 Myr ago, and S.
eocaena of 11.97 ± 0.22‰ at 40.3 Myr ago. If δ^{11}B_{sw} ≥ 39.5‰, these samples do not give a valid mathematical solution for the δ^{11}B versus pH relationship, so Eocene δ^{11}B_{sw} must be lower than the modern (39.6‰; ref. 59).

The lower bound for δ^{11}B_{sw} is constrained using the modern pH gradient (corrected for anthropogenic dissolved inorganic carbon) within the top ~300 m of the water column in the tropics and assuming that this represents the probable minimum pH gradient in Eocene. This assumption is justified by (1) a positive linear relationship between δ^{13}C and pH in modern and Eocene seawater (Extended Data Fig. 10 based on cGENIE output), and (2) larger δ^{13}C gradients between surface and deep-dwelling Eocene planktonic foraminifera than in the modern because of enhanced metabolic rates due to warmer ocean temperatures. As a result, Eocene pH gradients were most probably larger than the modern equivalent and therefore our approach is conservative. Modern tropics, in non-upwelling regions, have an average pH gradient of the first 300 m equal to 0.17 (ref. 74) with an anthropogenic CO₂ correction resulting in an uncertainty of 0.003 pH units (GLODAP v1.1: Ref. 75). The 53.2-Myr-ago timeslice is used for this treatment because it has full upper-water-column depth coverage and the smallest δ^{11}B_{c} gradient (hence it will provide the smallest pH difference and thus the minimum δ^{11}B_{sw} value). A Monte Carlo propagation of uncertainties in pH, temperature, and composition of seawater results in the pH difference (assuming δ^{11}B_{c} = δ^{11}B_{borate}) between the shallowest and the deepest planktonic dwellers (ΔpH) at 53.2 Myr ago falling below 0.17 (the modern equivalent) when δ^{11}B_{sw} < 38.2‰ (with 86% of simulations resulting in ΔpH). Therefore the minimum δ^{11}B_{sw} is calculated at 38.2‰ for the whole Eocene. This exercise was repeated using the alternative methodology for dealing with δ^{11}B vital effects (assuming δ^{11}B_{c} = δ^{11}B_{borate} for the deeper-dwelling non-symbiotic foraminifera, which have δ^{11}B_{c} within error of co-occurring Cibicicoides, and assuming that the shallowest foraminifera has the δ^{11}B–pH calibration of modern T. sacculifer). The minimum constraint from 86% of potential Monte Carlo solutions is then 38.6‰.

To further constrain the maximum Eocene δ^{11}B_{sw} we used restrictions offered by estimates of Apparent Oxygen Utilization (AOU), adapted from previous approaches. AOU describes the amount of dissolved oxygen consumed by the
remineralization of sinking organic carbon between a selected depth and saturated surface waters. The surface seawater oxygen concentration—that is, $[O_{2-sw}]_{sat}$—depends on SST as a result of Henry’s law. Here, $\delta^{18}O$-derived SSTs are $\sim 30–33$ °C (Supplementary Table 1), so corresponding $[O_{2-sw}]_{sat}$ values are $\sim 191–182$ µmol kg$^{-1}$ (ref. 76), with potential mean oversaturation of $\sim 13$ mmol kg$^{-1}$ (low-latitude maximum: 0.2–0.4 ml per litre$^{77,78}$). To calculate the upper estimate of $\delta^{11}B_{sw}$, the minimum SST of the Eocene time slices is selected, and thus the maximum $[O_{2-sw}]_{sat}$ is calculated to be 204 µmol kg$^{-1}$. Additionally, we assume Eocene planktonic foraminifera have an oxygen minimum tolerance threshold of 44.7 µmol kg$^{-1}$, analogous to the low-oxygen-accustomed Hastigerinella digitata$^{79}$ in the modern Monterey Bay (California). Therefore, we assume Eocene deeper-dwelling planktonic foraminifera were bathed in waters with oxygen concentrations equal to or higher than the minimum oxygen level of H. digitata (AOU = 204 µmol kg$^{-1}$ minus 44.7 µmol kg$^{-1}$ = 159.3 µmol kg$^{-1}$). To calculate AOU for each time slice studied, we modified $\delta^{11}B_{sw}$ (similarly following the Monte Carlo approach explained above) from the minimum constraint of 38.2‰ to modern seawater (39.6‰; ref. 59). We then first calculate the difference between the calculated (initially assuming that $\delta^{11}B_{c} = \delta^{11}B_{borate}$) dissolved inorganic carbon at the depth occupied by our deepest-dwelling foraminifera (average), and compare this to the dissolved inorganic carbon of the shallower-dwelling (within ~50 m of the surface on average) planktonic foraminifera. The difference in dissolved inorganic carbon is then transformed into AOU using Redfield ratios (106:138, $CO_2:O_2$). The AOU is $\leq 159.3$ µmol kg$^{-1}$ when $\delta^{11}B_{sw}$ is at maximum 38.5‰ for the 45.6-Myr-ago time slice and 38.7‰ for the 40.3-Myr-ago time slice, resulting in 86% of potential solutions with our Monte Carlo approach satisfying the AOU constraint. The same approach was used applying the T. sacculifer calibration for the shallowest planktonic foraminifera, resulting in a maximum $\delta^{11}B_{sw}$ of 38.8‰ and 38.9‰ for the 45.6-Myr-ago and 40.3-Myr-ago time slice respectively. To be conservative, we use the maximum of the two estimates for each calibration method. In summary, although we are calculating the lower $\delta^{11}B_{sw}$ bound at 53.2 Myr ago and the upper at 40.3 and 45.6 Myr ago, we apply this range across the whole of the study interval (53.2–36.9 Myr ago).
Second carbonate parameter
After calculating seawater pH using $\delta^{11}B_{sw}$ and $\delta^{11}B_c$, an additional carbonate parameter is required to calculate CO$_2$ concentrations at any given seawater salinity and temperature. Here the second parameter we use is the saturation state of calcium carbonate ($\Omega_{calc} = [\text{CO}_3^{2-}] / [\text{CO}_3^{2-}]_{\text{saturation}}$). Typically, for the pre-industrial tropical surface ocean $\Omega_{calc}$ is ~6, while for Eocene Tanzania waters it is ~7 (ref. 27; Extended Data Fig. 3). In support of the narrow range of potential $\Omega_{calc}$, a variety of modelling studies of the early Cenozoic show that surface water $\Omega_{calc}$ remains within ±1, essentially constant in the early Cenozoic, independent of model boundary conditions$^{23,80–82}$. Therefore, here we assume surface $\Omega_{calc}$ was equal to 6.5 ± 1 throughout the Eocene.

Monte Carlo pH–CO$_2$ estimates from planktonic foraminiferal $\delta^{11}B_c$
Atmospheric CO$_2$ was calculated using a Monte Carlo approach to solving the relevant carbonate system equations with 10,000 iterations, deriving mean, upper and lower bounds of 95% of the simulations. We use the following constraints for our calculations: average seawater composition for $[\text{Ca}]_{sw} = 17$ mmol kg$^{-1}$ (refs 83–87), $[\text{Mg}]_{sw} = 38 \pm 3$ mmol kg$^{-1}$ (ref. 84) (see also Supplementary Table 2), salinity 35 ± 2, and temperature ± 2°C (with temperature derived from $\delta^{18}O$ of the shallowest-dwelling species). All simulations are iterated assuming Gaussian distribution of these parameters within the stated 2 s.d. A similar distribution is also applied to the $\delta^{11}B_c$ of the warmest and thus shallowest-dwelling species for each timeslice (Supplementary Table 2). We did not have sufficient shallow dwellers in the 36.9-Myr-ago time slice for boron isotope work. Thus, the intermediate dweller *Turborotalia cerroazulensis* was used. *T. cerroazulensis* was also analysed in the 40.3-Myr-ago time slice, and its $\delta^{11}B_c$ and $\delta^{18}O$ offset (and uncertainty) from *Morozovelloides lehneri*, (the shallowest dweller in the same timeslice) was applied to estimate the shallowest temperature at 36.9 Myr ago (Supplementary Table 2). The temperature offsets between species beyond the ±2 °C uncertainty applied to our calculations are considered unlikely. Note that a Gaussian distribution is not applicable to $\delta^{11}B_{sw}$ because there is equal likelihood that it falls between the minimum and maximum constraints; we therefore applied a uniform ‘flat’ probability $\delta^{11}B_{sw}$ for the Monte Carlo simulations. The
relative magnitude of each component of our error propagation is shown in Extended Data Fig. 4.

**Correction to pH–CO$_2$ estimates from *T. ampliapertura* $\delta^{11}$B$_c$**

We compared $\delta^{18}$O measurements of the surface dwellers *Planoglobanomalina* and *Pseudohastigerina* in the Eocene and early Oligocene$^{35,88}$ with that of *T. ampliapertura* used in ref. 12, and confirmed that *T. ampliapertura* gives a slightly cooler temperature than *Pseudohastigerina*. On average, when contemporaneous shallow-dwelling planktonic foraminifera are available, *T. ampliapertura* are offset by about +0.3‰ in $\delta^{18}$O and therefore occupy a shallower water depth than *T. cerroazulensis* (whose $\delta^{18}$O value is consistently ~0.5‰ higher than contemporaneous Eocene shallow-dwelling planktonic foraminifera). Further, considering the $\delta^{11}$B offset between *T. cerroazulensis* and the shallow-dwelling *M. lehneri* in the 40.3-Myr-ago time slice, we apply a +1‰ correction to *T. ampliapertura* $\delta^{11}$B values of ref. 12 to estimate surface seawater values.

**Climate sensitivity calculations**

Our new CO$_2$ reconstructions allow us to examine their role in driving long-term Eocene cooling. Climate forcing compared to the early Eocene timeslice at 53.2 Myr ago is calculated from equation (1)$^{28}$ for our two CO$_2$ scenarios. We then assume that the apparent latitudinal SST sensitivity for the Eocene was similar to that of the last ~520 kyr (ref. 13). Estimates of SST change per W m$^{-2}$ forcing for each degree of latitude were generated using the second-order polynomial fit through the data of ref. 13 (dotted line in Fig. 4b, Extended Data Fig. 5b). As a high-latitude SST sensitivity we used the average of estimates for 60° N and 60° S (1.63 K per W m$^{-2}$); as a low-latitude estimate we used the average of values between 30° S and 30° N (0.36 K per W m$^{-2}$). We use the ratio of high- or low-latitude SST sensitivity and forcing for each timeslice to calculate the SST change expected as a result of our reconstructed CO$_2$ forcing. The product gives the estimated SST change of Fig. 4c and Extended Data Fig. 5c for high (blue symbols) and low (red symbols) latitudes driven by CO$_2$. The uncertainties (Fig. 4c, Extended Data Fig. 5c) are the product of 1,000 realizations of each CO$_2$ estimate within its uncertainty envelope (95% confidence intervals).

To test the importance of CO$_2$ to early and late Eocene warmth, we calculated the sensitivity of the Earth system to radiative forcing, the ECS. For $\Delta T$ we use global
mean surface temperature for the EECO and late Eocene, where the EECO $\Delta T$ is thought to be $\sim 14 \pm 3 \, ^\circ C$ warmer than the pre-industrial global mean surface temperature, and $\sim 5 \, ^\circ C$ warmer than the late Eocene global mean surface temperature (35 Myr ago)$^{2,29}$. Of this $\Delta T$, 4–6 $^\circ C$ is attributed to changes in boundary conditions (paleotopography and continental configuration of the Eocene) and the action of the slow climate feedbacks (mainly the lack of a continental ice sheet on Antarctica and vegetation change$^{2–4}$), for both the early and late Eocene. The uncertainties in Fig. 4d to 4f (and Extended Data Fig. 5d–f) are the products of 1,000 realizations of the 53.2-Myr-ago and 36.9-Myr-ago CO$_2$ values and the $\Delta T$ estimate based on randomly sampling each variable within its 95% confidence interval uncertainty envelope. The uncertainty for the CO$_2$ and $\Delta T$ estimates follows a Gaussian distribution, and for the slow-feedback correction on $\Delta T$ follows a uniform ‘flat’ probability.

**Data**

The underlying data of this manuscript may be found in the Supplementary Tables 1 and 2.
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Extended Data Fig. 1 Palaeogeography and δ¹⁸O-derived temperature against foraminiferal calcification depth. **a**, Approximate palaeoposition of Tanzanian Drilling Project (TDP) sites studied here (map generated from www.odsn.de). **b**, Reconstructed temperature (T<sub>Eocene</sub>) and relative depth of each foraminifera within each time slice. The pale blue line represents the output of a General Circulation Model simulation run with Eocene boundary conditions<sup>89,90</sup>, whereas the other coloured lines show the General Circulation Model output offset to intersect with the warmest temperature at depth zero for each time slice. Note that depth assignments are approximate (see Methods). Also shown are the reconstructed temperatures from Holocene planktonic foraminiferal δ¹⁸O (Supplementary Table 1), where G. ruber is assigned a depth of zero and the rest of the planktonic foraminifera are offset to reproduce the measured temperature profile at GLOW15<sup>51,66</sup>. For Holocene temperature reconstructions we used the modern site latitude of 9° S, and δ¹⁸O<sub>sw</sub> (using the Standard Mean Ocean Water (SMOW) standard) of 0‰.
Extended Data Fig. 2 δ\(^{11}\)B versus pH as a function of δ\(^{11}\)B\(_{sw}\). Increasing δ\(^{11}\)B\(_{sw}\), as indicated in the legend, results in lower pH for the same δ\(^{11}\)B. However, for the same δ\(^{11}\)B range, the reconstructed pH range is larger for higher δ\(^{11}\)B\(_{sw}\) (see brown-shaded regions).

Extended Data Fig. 3 cGENIE estimates of calcite saturation in surface waters. Comparison of calcite saturation \(\Omega_{\text{calc}}\) for pre-industrial times (PI; blue) and 55 Myr ago (red) at different latitudes.
Extended Data Fig. 4 Compilation of several CO₂ records for the Eocene in comparison to this study. Data are from refs 5, 11, 12, 18 and 19. The contribution of different parameters to the uncertainty on our CO₂ reconstructions is colour-coded; sequentially from bottom to top, red is from δ¹¹Bsw, blue is from the Ω_(calc uncertainty, green is from the δ¹¹B_c error, black is the 40 p.p.m. uncertainty in the event of disequilibrium with the atmosphere. Other parameters contribute <10% uncertainty to the CO₂ calculations and are not shown. Note that the data from Pearson et al.¹² (orange circles) are corrected as in Fig. 3, and there are two scenarios included for the Tanzania records of ref. 12 and this study: one with δ¹¹B_c = δ¹¹B_borate (closed blue and orange symbols) and the other applying T. sacculifer (open blue and orange symbols) corrections to the shallowest symbiotic planktonic foraminifera (Methods). The y axis is in log-scale. Error bars are representative of each proxy’s reconstruction uncertainty (typically at 95% confidence). For the δ¹¹B reconstructions in this study, the errors are based on Monte Carlo propagation of relevant errors (Methods).
Extended Data Fig. 5 CO₂ as a driver of latitudinal cooling in the Eocene, and ECS analyses of the EECO and late Eocene time slices. The case for the *T. sacculifer* calibration applied to shallowest planktonic foraminifera. a, Evolving relationship between SST¹⁴ for high (blue) and low (red) latitudes and the CO₂ forcing of each of our time slices relative to the EECO. Linear regression fits and coefficients of determination (R²) are also shown, with the 95% confidence interval (shaded bands). b, Apparent latitudinal SST sensitivity for the last 520 kyr (ref. 13). The dashed line is a second-order polynomial through the SST sensitivity data (grey crosses) of ref. 13, and the grey lines show the 95% confidence interval. A red rectangle surrounds the SST sensitivity estimates averaged as a low-latitude mean, and the blue line indicates the high-latitude mean (see text and Methods). c, Reconstructed (lines) and estimated (symbols) SST relative to 53.2 Myr ago. Symbols show each of our time slices, calculated using the respective CO₂ reconstructions and the average low- (red) and high- (blue) latitude SST sensitivities of b. Bold lines and shaded uncertainty band (at 95% confidence) show the reconstructed long-term mean SST estimates using the TEX₈⁶ proxy at high (blue colour >55°) and low (red colour <30°) latitudes¹⁴ relative to the SST ~53 Myr ago. Error bars represent full propagation of errors at 95% confidence¹⁴. d, Range in mean surface temperature change for early (green) and late (black) Eocene corrected for changes due to slow feedbacks²,⁴,₂¹,₂⁹. e, Forcing compared to the pre-industrial period, calculated using our CO₂ reconstructions for the time slices 53.2 Myr ago (early Eocene) and 36.9 Myr ago (late Eocene) (see Methods). f, Probability density functions of ECS for the early (green) and late (black) Eocene compared to IPCC estimates (dashed lines show the 95% confidence interval (solid pink line)).
Extended Data Fig. 6 The cGENIE estimates of air–seawater CO₂ disequilibrium. The colour scale shows the difference between pCO₂ in air and pCO₂ in sea water. The model uses Eocene boundary conditions and positive values mean that seawater is a source of CO₂ (in parts per million), and star shows the palaeo-location of Tanzania.
Extended Data Fig. 7 Comparison of Eocene and modern planktonic foraminiferal $\delta^{11}$B and $\delta^{13}$C with $\delta^{18}$O.

a and b show analyses from the time slices 53.2 Myr ago and 40.3 Myr ago, respectively (as in Fig. 2 and Supplementary Table 1). Cibicidoides (Cibs.) species are shaded in blue. c, Core-top (Holocene) offshore Tanzania foraminiferal measurements. Seawater $\delta^{11}$B$_{borate}$ and $\delta^{18}$O was calculated from temperature, alkalinity and dissolved inorganic carbon measurements (from GLODAP cruises 18 and 23, stations 17742 and 23037, and 53.96 °E to 7.04 °S and 52.37 °E to 6.33 °S, respectively), correcting for anthropogenic carbon input. The black line in c represents seawater-derived $\delta^{18}$O and $\delta^{11}$B$_{borate}$ data (Methods). The symbols for the time slices 53.2 and 40.3 Myr ago are as in Fig. 2. Note the change in scale for the x axis between the Eocene and Holocene panels. Errors in $\delta^{11}$B represent 2 s.d. of long-term precision (Methods).
Extended Data Fig. 8 Reconstructed pH using different combinations of published symbiont-bearing and non-symbiotic foraminiferal vital-effect calibrations for the two most complete with depth time slices. a shows the case where no vital effect corrections were applied for comparison. The vital-effect corrections for deeper asymbiotic planktonic foraminifera are based on either *Globigerina bulloides*\(^{26}\) (b and d) and *Neogloboquadrina pachyderma*\(^{65}\) (e and e) calibrations. For shallow symbiont bearing planktonics we used calibrations specific to modern shallow, symbiont-bearing *Trilobatus sacculifer*\(^{22}\) (b and c) and *Orbulina universa*\(^{62}\) (d and e) (as recalculated by ref. 64 and offset by –3‰ to account for analytical differences between negative thermal ionization mass spectrometry and MC-ICPMS instrumentation\(^{8,9}\)). For comparison we also show the pH reconstructions for the case where we assume \(\delta^{11}\text{B}_c = \delta^{11}\text{B}_{\text{borate}}\).
Extended Data Fig. 9 The effect of seawater composition on boron isotope calibrations in foraminifera. The example of *T. sacculifer* calibration and the ‘borate’ calibration (assuming $\delta^{11}\text{B}_c = \delta^{11}\text{B}_{\text{borate}}$) for modern and Eocene seawater compositions; see Methods and Supplementary Table 2.

Extended Data Fig. 10 cGENIE output of seawater pH versus $\delta^{13}\text{C}$ for the top ~300 m of the ocean. The scenarios explored are from offshore Tanzania (triangles), Walvis Ridge (South Atlantic Ocean) (crosses), and the global ocean (circles) at three different atmospheric CO$_2$ concentrations (modern, 3× pre-industrial and 16× pre-industrial, PI). An additional scenario showing 3× pre-industrial CO$_2$ but considering the temperature effect on remineralization (indicated as Tremin) is also shown as blue squares and triangles.