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Abstract 10 

Despite the presence of gas in river beds being a well known phenomenon, its potential feedbacks on 11 

the hydraulic and thermal dynamics of the hyporheic zone has not been widely studied.  This paper 12 

explores hypotheses that the presence of accumulated gas impacts the hydraulic and thermal 13 

dynamics of a river bed due to changes in specific storage, hydraulic conductivity, effective porosity, 14 

and thermal diffusivity.  The hypotheses are tested using data analysis and modelling for a study site 15 

on the urban River Tame, Birmingham, UK.  Gas, predominantly attributed to microbial denitrification, 16 

was observed in the river bed up to around 14% by volume, and to at least 0.8 m depth below river 17 

bed.  Numerical modelling indicates that, by altering the relative hydraulic conductivity distribution, the 18 

gas in the riverbed leads to an increase of groundwater discharge from the river banks (relative to river 19 

bed) by a factor of approximately 2 during river low flow periods.  The increased compressible storage 20 

of the gas phase in the river bed leads to an increase in the simulated volume of river water invading 21 

the river bed within the centre of the channel during storm events.  The exchange volume can be more 22 

than 30% greater in comparison to that for water saturated conditions.  Furthermore, the presence of 23 

gas also reduces the water-filled porosity, and so the possible depth of such invading flows may also 24 

increase markedly, by more than a factor of 2 in the observed case.  Observed diurnal temperature 25 

variations within the gaseous river bed at 0.1 and 0.5 m depth are, respectively, around 1.5 and 6 26 

times larger than those predicted for saturated sediments.  Annual temperature fluctuations are seen 27 

to be enhanced by around 4 to 20% compared to literature values for saturated sediments.  The 28 

presence of gas may thus alter the bulk thermal properties to such a degree that the use of heat tracer 29 

techniques becomes subject to a much greater degree of uncertainty.  Although the likely magnitude 30 

*Manuscript
Click here to download Manuscript: HZGasPaper_Final.doc Click here to view linked References

http://ees.elsevier.com/adwr/download.aspx?id=62446&guid=d060e992-1dd5-4ca7-993b-8ca238138e3f&scheme=1
http://ees.elsevier.com/adwr/viewRCResults.aspx?pdf=1&docID=2148&rev=2&fileID=62446&msid={F1054F7B-C3CD-4402-A2CF-88C1F6D8FD83}


 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

 2 

of thermal and hydraulic changes due to the presence of gas for this site have been demonstrated, 1 

further research is needed into the origins of the gas and its spatial and temporal variability to enable 2 

quantification of the significance of these changes for chemical attenuation and hyporheic zone 3 

biology. 4 

Keywords: gas; river bed; hyporheic zone; hydraulics; heat flow; groundwater 5 
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 7 

1.  Introduction 8 

The hyporheic zone (HZ), herein defined in the sense of Krause et al. [32] as the zone of groundwater-9 

surface water mixing, has become an important and quickly evolving area of interdisciplinary research 10 

as it’s ecological significance and role in controlling the fate and transport of contaminants is being 11 

increasingly recognized [5,50].  The HZ is often characterized by a range of redox conditions and 12 

associated bacterial activity with anaerobic conditions potentially induced by the presence of labile 13 

organic matter, e.g. decaying vegetation and microbiota.  Reducing conditions may support 14 

denitrification [40,46] and even methanogenesis [44,28,21] and may generate biogenic gases in the 15 

HZ.  The importance of biogenic gas formation due to denitrification and methanogenesis in 16 

groundwater and its influence on flow and transport has been recognized in other hydrogeological 17 

settings, for example the contamination of groundwater by biodegradable hydrocarbon fuels [2] or 18 

implementation of bioremediation technologies [25].  However, we were unable to find any studies to 19 

date on the potential feedbacks of biogenic gas production on the hydraulic and thermal dynamics of 20 

the HZ. 21 

Multi-phase flow within subsurface porous media has been examined in various studies on, for 22 

example, unsaturated zone flow, transport of immiscible non-aqueous phase liquids, air entrapment 23 

and migration in the shallow groundwater – capillary fringe [22] and air-based remediation technology, 24 

for example air-sparging [12].  Of greater relevance here though is work conducted on the formation 25 

and influence of biogenic gas bubble formation associated with contaminant biodegradation in 26 

groundwater systems, albeit not the hyporheic zone [2,25].  In the context of the hyporheic zone, the 27 

volume of gas present within the pore space will be determined by a complex interplay of factors 28 

including the rate of gas production and potential sites for bubble nucleation [35], rates of dissolution, 29 
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 3 

and the degree of advective transport of the gas phase.  Unless present in large quantities, gas is 1 

likely to be predominantly immobile within the hyporheic zone held by capillary forces.  This is 2 

because considerable pressure is needed to force a bubble through a pore space and to overcome 3 

the resistance to flow offered by detached gas bubbles in capillary conduits [19,42].  Thus, although 4 

some movement of bubbles may occur if capillary forces are overcome by viscous and/or buoyancy 5 

forces, at high rates of water flow or at times of high gas production, the gas will not flow as a separate 6 

phase until the gas content is higher than the trapped gas saturation threshold.  This threshold 7 

depends on, amongst other factors, the viscosity ratio, wettability, and permeability as well as the 8 

geometry of the pore space, with more poorly sorted sediments commonly having higher residual 9 

saturations [18].  The maximum residual saturation of a trapped non-wetting phase can be large, for 10 

example Fry et al. [18] summarise previous literature values indicating that trapped gas may fill over 11 

40% of the pore space in some cases.  They then demonstrate experimentally that the mechanism of 12 

gas emplacement is a significant factor in determining residual saturation.  Their results indicate that 13 

exsolution due to supersaturation may lead to greater values of trapped gas than direct emplacement 14 

of gas. 15 

The literature describing gas accumulation within soft sediments is also relevant and shows that 16 

growing bubbles, rather than simply filling existing pore-space, may also deform the sediments.  A 17 

useful summary is given by Boudreau [3] indicating that, although the mechanics of uncemented soft 18 

sediments during bubble growth are not widely understood, bubbles within muddy cohesive sediments 19 

are likely to grow either by fracturing or by re-opening existing fractures.  Within soft sandy sediments 20 

bubbles tend to be spherical suggesting that the sand acts fluidly or plastically in response to growth 21 

stresses, and that bubble rise in such sediments as a result of buoyancy forces can be accomplished 22 

by sediment displacement [3]. 23 

Although large accumulations of gas are not found in all riverbeds, the volume of gas present may be 24 

significant in some cases and is likely to be highly variable spatially and temporally.  This paper begins 25 

by developing the theory necessary for understanding the effects of such accumulated gas on the 26 

hydraulic and thermal dynamics of a river bed.  It then introduces a study site in which accumulations 27 

of river bed gas have been observed.  The final section tests three hypotheses through data analysis 28 

and modelling.  The three hypotheses are as follows: 29 
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 4 

Hypothesis 1.  Accumulations of biogenic gas may increase the specific storage and reduce 1 

the hydraulic conductivity of the river bed significantly enough to lead to more prolonged flow 2 

reversals during storm events, and hence may enhance HZ mixing. 3 

Hypothesis 2.  The effective porosity of the river bed may be reduced such that the unreactive 4 

transport of solutes through the HZ may be significantly modified. 5 

Hypothesis 3.  The thermal properties of the river bed may be altered to such an extent by the 6 

presence of gas that the propagation of daily and annual temperature cycles is significantly 7 

enhanced. 8 

 9 

2.  Theoretical Development 10 

Theoretical aspects concerning the effect of gas on hydraulic and thermal properties of porous media 11 

are now outlined based on existing literature, and extended in relation to the dynamic setting of the 12 

hyporheic zone.  We examine the effects on specific storage, relative hydraulic conductivity, effective 13 

porosity and thermal diffusivity. 14 

 15 

2.1.  Specific storage 16 

As pressure (p) in the river bed sediments varies, for example due to changes in river stage, water will 17 

move in and out of compressible storage.  For saturated sediments, the specific storage (Ss) has been 18 

defined as follows [17]: 19 

)(  ngSs       (1) 20 

where ρ = water density, g = acceleration due to gravity, n = total porosity, α = compressibility of the 21 

sediment matrix and β = compressibility of water. 22 

However, where a gas phase is present, we propose that Equation (1) may be modified as follows: 23 

  )(  mmngSs      (2) 24 

where γ is compressibility of gas, and m is the fraction of bulk volume that is gas filled pore space. 25 

The isothermal bulk modulus of an ideal gas is equal to pressure and relatively insensitive to typical 26 

near surface temperatures.  In most hyporheic zones, gas compressibility will therefore be in the range 27 
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 5 

5x10
-6

 to 1x10
-5

 m
2
/N for pressures of 2 to 1 x10

5
 Pa respectively.  This is several orders of magnitude 1 

greater than either water (around 4.4x10
-10

 m
2
/N at 25 °C) or sandy gravel or rock matrices (around 2 

1x10
-8

 to 1x10
-10

 m
2
/N, [11]). 3 

In addition to the compressibility effect, changes in pressure will also lead to changes in the volume of 4 

dissolved gas according to Henry’s law.  Assuming instantaneous equilibrium between the gaseous 5 

and liquid phases and neglecting the partial pressure of water (which is small in this context), it can be 6 

shown [26,57] that a first order approximation for the additional specific storage term is as follows: 7 

pH

gn
Ssg


       (3) 8 

with the Henry’s law constant  defined as: 9 

w

v

C

C
H        (4) 10 

where Cv and Cw are the concentration of gas in the gas and liquid phases respectively, p is pressure. 11 

Combining Equations (2) and (3) gives a first order approximation for calculating the Ss of sediments 12 

containing gas and water mixtures as follows: 13 

 
pH

gn
mmngSs


  )(   (5) 14 

2.2.  Relative hydraulic conductivity 15 

It is well known that the presence of a non-wetting phase (e.g. gas) can reduce the relative hydraulic 16 

conductivity, Kr, of a wetting phase (e.g. water).  A useful summary for the soil science and petroleum 17 

literature is given by Fry et al. [18] indicating that Kr may range from 63 to 4% for gas filling 4 to 43% 18 

of the pore space.  Furthermore, their laboratory experiments showed that the van Genuchten-Mualem 19 

[55] model of the unsaturated conductivity function gives a good approximation for fine to coarse 20 

sands containing trapped gas bubbles.  The relevant van Genuchten-Mualem equation is as follows: 21 

    2/)1()1/(5.0 11
nnnn

sat ssKsK
    (6) 22 

where s = degree of saturation (0  s  1) [-], Ksat  = Saturated hydraulic conductivity [LT
-1

], n = van 23 

Genuchten shape parameter [-]. 24 
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 6 

Using the USGS texture classes and van Genuchten-Mualem constants from the Rosetta database 1 

[45], the relationships between Kr (= K(s)/Ksat) and s have been plotted for sand and sandy loam in 2 

Figure 1. 3 

This suggests that for sandy sediments reductions in saturation to 60, 32 and 20% of total pore space 4 

may lead to reductions in Kr of 1, 2 and 3 orders of magnitude respectively.  As can be seen for the 5 

sandy loam, sediments with a higher proportion of silt and clay may show much greater reductions in 6 

hydraulic conductivity for the same changes in saturation.  The Rosetta database does not include 7 

data for much coarser sediments such as sand and gravel mixtures.  However, the literature indicates 8 

that such sediments show similar Kr/s relationships as those shown for sand in Figure 1 [36]. 9 

Hydraulic conductivity (Ksat) is dependent on changes in temperature through changes to fluid density 10 

(ρw) and viscosity (μ) as described by the following relationship: 11 



 gk
K w

sat        (7) 12 

where k is the intrinsic permeability of the medium.  Storey et al. [54] calculate that a change in 13 

temperature from around 0 to 20ºC will lead to an increase in hydraulic conductivity of around 40%.  14 

Hence, where the changes to the thermal regime are great enough we can also expect there to be 15 

resulting changes in the hydraulic conductivity. 16 

2.3.  Effective porosity 17 

Gas bubbles will clearly reduce the saturated pore space of the river bed sediments which will directly 18 

increase groundwater velocity, and thus potential contaminant velocity (v) through the relationship: 19 

n

q
v         (8) 20 

where q = Darcy flux (volumetric flow rate per unit surface area). 21 

It is also likely that as the volume of gas phase increases, the volume of trapped pore water will also 22 

increase, leading to further decreases in the effective porosity. 23 

 24 

2.4.  Thermal diffusivity 25 
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Heat transport through porous media is a well described phenomenon operating through the coupled 1 

processes of conduction, convection, radiation and advection.  Where sediments are close to or at 2 

saturation, conduction and advection are often assumed to be dominant [7] and thermal dispersion 3 

may also be assumed to be negligible [30].  As a result, heat flow through the hyporheic zone is often 4 

described by a version of the following equation: 5 

   
t

T
cTcTk afa




  v

2
  (9) 6 

Where T is temperature, ka is thermal conductivity of the bulk sediment, v is fluid flux, t is time, (ρc)a 7 

and (ρc)f  are the volumetric heat capacity of the bulk sediment and the fluid respectively. 8 

A summary of the thermal properties of individual phases typically present in river bed sediments is 9 

given in Stonestrom & Constantz [53].  On this basis, we may expect that the presence of air or other 10 

gas bubbles will lead to decreased volumetric heat capacity (ρc) as well as decreased thermal 11 

conductivity of the bulk sediment.  However, assuming homogeneity [31,34], the effect on the 12 

apparent thermal diffusivity of the bulk sediment, λa, 13 

where 
 a

a
a

c

k


  ,    (10) 14 

and thus on the propagation of temperature changes through the hyporheic zone, will depend on the 15 

relative change of (ρc)a and ka.  The thermal conductivity of porous materials is known to vary with the 16 

composition and arrangement of the solid phase and the saturated water content [23] although the 17 

latter is dependent on pore geometry and is thus difficult to predict [53].  Nevertheless a number of 18 

empirical relationships have been derived between ka and saturated water content such as that by 19 

Chung & Horton [6] as follows: 20 

5.0

321)(  bbbka     (11) 21 

where b1, b2 and b3 are empirical constants and θ is the volumetric water content. 22 

Volumetric heat capacity may be estimated from a weighted arithmetic mean of the individual phases 23 

as follows [10,48]: 24 

       ggwwssa cVcVcVc     (12) 25 
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 8 

where Vs, Vw and Vg are the volume fractions of the solid, liquid and gas phases respectively. 1 

Hence, using Equations (11) and (12) we can plot the expected range of the thermal diffusivity for a 2 

given material against the degree of saturation.  Figure 2 illustrates such a plot for a sandy sediment 3 

and shows a good similarity to experimental data given by Jury & Horton [29]. 4 

The range of thermal diffusivity reported in the literature for both dry and saturated unconsolidated 5 

sediments is 0.1 to 0.85 x 10
-6

 m
2
/s [53] but may be as high as 1.4 x 10

-6
 m

2
/s for sandstone [11].  6 

However, the range for unsaturated sediments is dominated by soil studies where a continuous gas 7 

phase is often present, and the assumption of homogeneity is normally maintained.  Gas derived 8 

within the river bed itself may form irregular isolated or semi-continuous inclusions.  Thus, in the 9 

absence of systematic studies of thermal diffusivity mixing models [56], the literature regarding the 10 

electrical and mass diffusivity of heterogeneous materials becomes relevant.  For example, work by 11 

Jeong et al. [27] drawing on work by Maxwell [38] and Nield [39], indicates various ways of modelling 12 

the apparent diffusivity of porous media with complex structure.  For the case of 3-D uniform non-13 

overlapping high diffusivity inclusions, the weighted geometrical mean of the diffusivities of the 14 

continuous (λC) and inclusion (λI) phases is given as follows: 15 

n

I

n

Ca  .
)1( 

     (13) 16 

where n is total porosity.  This relationship gives good results for values of λC/λI up to around 0.1 and 17 

after that point the effective diffusivity is underestimated.  The diffusivity depends considerably on the 18 

inclusion shape and/or arrangement.  For the case of air within a sediment-water ‘matrix’, the λC/λI 19 

value is around 0.03 (assuming λC = 7.5 x 10
-7

 m
2
/s and λI = 2.4 x 10

-5
 m

2
/s) and so the values of 20 

apparent diffusivity of 1.1 x 10
-6

 m
2
/s (Vg = 0.1) and 1.5 x 10

-6
 m

2
/s (Vg = 0.2) given by Equation (13) 21 

are likely to be underestimates.  The results summarized by Jeong et al. [27] also suggest that if the 22 

inclusions are overlapping, the apparent diffusivity may be higher still, since the heat transfer by the 23 

high diffusivity connected inclusions becomes more dominant. 24 

The preceding discussion has assumed that heat transport is dominated by conduction and advection 25 

even in the presence of a distinct gas phase.  It can be shown that the likely radiative flux is negligible 26 

in gas filled porous media unless the material has a very low thermal conductivity [1], lower than that 27 

of most riverbed sediments.  Furthermore, Constantz [7] makes the assertion that the transport of heat 28 

through the vapour phase will abruptly decline as the gas phase becomes discontinuous.  However, 29 
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 9 

experimental studies on gas impregnated gels have shown that the apparent diffusivity can be 1 

significantly increased by the process of latent heat transfer even for non-continuous gas inclusions 2 

[43].  Hence it is possible that the convection of latent heat in the vapour phase may be more 3 

significant than is thought within river bed sediments.  It is also reported that the thermal conductivity 4 

will increase significantly with fluid velocity [11] due to the effects of turbulent diffusivity at high flows 5 

[49]. 6 

In summary, the presence of a large enough gas phase within the hyporheic zone sediments is likely 7 

to significantly alter the thermal properties and hence the thermal dynamics, although the changes are 8 

non-linear and hard to predict.  In turn, we may expect that this will lead to knock-on effects on the 9 

chemical and biological activity and possible feedbacks in terms of biogenic gas production. 10 

 11 

3.  Study Site 12 

3.1.  Background 13 

The study site is located in an industrial area of north Birmingham, within a 7 km long reach of the 14 

River Tame which drains the unconfined Triassic sandstone aquifer underlying the city (Figure 3). This 15 

reach has been the subject of both assessment of urban contaminated baseflow discharges to the 16 

Tame at the city scale [15,13] and modelling of groundwater – surface-water flow interactions at 17 

various scales [14]. The study site is set within the most urbanised basin in the UK [33] towards the 18 

centre of the reach flowing across the unconfined aquifer on a straight section of the river that is 19 

approximately 10 m wide and 30 to 80 cm deep within the centre of the channel during low flow 20 

periods.  It has mean flows of a few m
3
/s and is predominantly gaining from the underlying aquifer via 21 

a variable covering of glaciofluvial sand and gravel deposits [13]. 22 

Over a period of 2 years an intensive field programme has been carried out to characterise the 23 

geological, hydraulic, thermal and hydrochemical dynamics of the groundwater-surface water interface 24 

over a 50 m sub-section of the river.  A borehole was drilled 5 m from the northeast bank that was 25 

screened within the underlying aquifer at around 7-13 m below the river bed to enable controlled 26 

manipulation of the hydraulic gradients across the adjacent hyporheic zone through borehole 27 

pumping.  Baseline head and chemical water quality data were obtained in Autumn 2007 and Summer 28 

2008 immediately prior to pumping that commenced on 4 July 2008 with the borehole pumping at 29 
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 10 

84 l/min.  The pumping rate was then increased to 145 l/min in December 2009 until the pump was 1 

switched off in May 2009. 2 

The details of the site instrumentation and methods of data collection are given by Cuthbert et al. [8].  3 

However, an overview of the most relevant methods is now given for the purposes of the present 4 

discussion. 5 

3.2  Field Methods 6 

A plan of the site is shown in Figure 4 indicating the locations of sampling points and instrumentation 7 

described below.  The geology of the site was investigated using a freeze coring technique [52] with 8 

cores being retrieved from 9 locations to a maximum of 0.5 m depth below the riverbed.  Drivepoint 9 

multilevel piezometers were installed using the method of Rivett et al. [41] at depths ranging from 10 

0.1 to 0.8 m below river level, and sampled by peristaltic pump or syringe.  Values of pH, electrical 11 

conductivity (EC), alkalinity, temperature, dissolved oxygen and Eh were measured in the field.  After 12 

purging, 5 ml samples for analysis for N2O were collected from piezometers in 10 ml syringes.  The 13 

remainder of the syringe was filled with air and shaken for 1 minute.  The headspace from the syringe 14 

was then injected into previously evacuated gas tight vials and analysed for N2O using a gas 15 

chromatograph. 16 

Pressure transducers were installed within a stilling well in the river (R1) and within the bankside 17 

extraction borehole to log absolute pressure.  These values were converted to hydraulic head with 18 

reference to a site datum using a further pressure transducer which monitored atmospheric pressure.  19 

Several piezometers were installed with a bespoke transducer logging system developed by the 20 

University of Birmingham [20] for measuring pressures relative to river pressure (herein termed 21 

differential pressure).  The piezometers used for pressure head analysis were PL5-2 and ML3-1 which 22 

had 5 cm long screens the mid-points of which were installed, respectively, at 0.39 and 0.59 m below 23 

the river bed. 24 

Falling head tests were carried out on a number of piezometers at the HZ test site and analysed using 25 

the Hvorslev [24] method.  Three or four repeat tests were carried out on each piezometer on two 26 

separate occasions. 27 

A bespoke device was built for collecting gas from the upper sediment within the river bed (Figure 5).  28 

It comprised a stainless steel cylinder c. 0.6 m diameter covered by a reinforced PVC flexible 29 
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membrane and securely attached with banding to make a water/gas tight seal.  Two access ports 1 

were created within the membrane in order to disturb the sediment with a steel rod, and to collect the 2 

gas which was released from the sediment via a tube and clamp set-up.  At each location sampled, 3 

the device was manoeuvred gently into place ensuring that no air was caught under the membrane.  4 

The rod was used to agitate the sediment and gas was drawn up through the sampling tube into a 5 

large syringe.  This was continued until no further gas was being released from the sediment.  6 

Sampling was carried out during August 2009.  In practice, the area of disturbance within the device 7 

was estimated to be around 90% of the internal area equal to approximately 2500 cm
2
.  The depth of 8 

disturbance was around 2 cm although this was variable and hard to estimate due to the variability of 9 

the river bed sediment encountered. 10 

Approximately 6 months of continuous temperature data have been collected from the site at 5 min 11 

intervals over the period August 2008 to June 2009 at four depths in one location (T5-1).  A vertical 12 

array of thermisters were installed at depths 0.09 m, 0.185 m, 0.285 m and 0.395 m below the river 13 

bed and connected to a Hobo datalogger housed inside a submerged and tethered OtterBox™ in the 14 

same manner as the pressure transducer systems described in Greswell et al. (2009).  Temperature 15 

was also measured over the same period and at the same frequency by instruments installed within 16 

the river and the bankside borehole.  In addition, data for 1 month was collected from one depth at 4 17 

other locations (EC1-4 monitoring temperature at depths 0.31, 0.2, 0.25 and 0.17 m below river bed 18 

respectively) using temperature monitoring devices installed within the riverbed. 19 

Unless stated, all data are given relative to a site datum located at the extraction borehole cover plate, 20 

estimated (but not levelled in to a benchmark) to be at an elevation of 96 m above ordnance datum 21 

(AOD). 22 

3.3.  Key field observations 23 

3.3.1.  Site geology and hydraulic properties 24 

Evidence from adjacent borehole logs and freeze cores taken from the river bed indicate that 25 

weathered Triassic sandstone is close to river bed level and is covered by layered sands and gravels 26 

with thicknesses varying from less than 0.1 m to more than 0.5 m.  These deposits sometimes include 27 

organic rich layers and cobbles and are often poorly sorted.  A layer of cobbles armours the river bed 28 

at most locations.  The flood plain of the River Tame has been built up artificially during the past 100 29 
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years and the reach of channel as it flows through the study area was artificially straightened at some 1 

point pre-1945.  It is arguable that the upper 0.5 to 1 m of sediments has been reworked since the 2 

straightening of the channel and the cored sediments represent very recent sedimentation, although 3 

some of the deposits may be much older glaciofluvial material.  Particle size analysis of auger hole 4 

samples indicates that approximately 3 m of made ground now forms the banks comprising variably 5 

textured deposits from organic rich silty clay to sandy loam.  The southwest bank also has gabion 6 

supports. 7 

The pumping test conducted on the bank side borehole indicates a hydraulic conductivity of around 8 

1 m/d for the Triassic sandstone [8].  Falling head tests carried out on river bed piezometers screened 9 

within alluvium and weathered sandstone give a range of values from around 0.1 to 15 m/d with a 10 

median of approximately 1 m/d [8]. 11 

3.3.2.  Thermal dynamics 12 

To illustrate the typical thermal dynamics observed at the study site, time series of daily temperature 13 

oscillations for the vertical thermister array (T5-1) and the river are shown in Figure 6 for the period 1-14 

8/4/09.  These have been derived by subtracting the daily temperature from the moving daily average.  15 

Mean temperatures in the deeper groundwater are around 10.9 +/-0.05°C, close to the average value 16 

of the river water temperature.  The diurnal temperature oscillations in the river are progressively 17 

lagged and attenuated with depth. 18 

3.3.3.  Hydrodynamics 19 

A large body of hydraulic data was obtained [8] which suggested that, during low flow periods, 20 

groundwater was consistently discharging to the river across the study site, with upward gradients of 21 

0.04 to 0.2 observed in the vicinity of the multi depth temperature monitoring location T5-1.  When 22 

combined with hydraulic conductivity measurements at this location from piezometer tests and 23 

laboratory tests on freeze core samples, the magnitude of the upward flux is estimated to be in the 24 

range 0.08 to 1.2 m/d.  In contrast, the longitudinal gradient in river stage for the study reach was in 25 

the range 2 to 9 x 10
-4

 depending on river flow conditions, which is up to 3 orders of magnitude lower 26 

then the observed vertical gradients. 27 

A time series of hydraulic head measurements for the period 13-14/12/2008 are shown in Figure 7 for 28 

the river, the bankside borehole and for the river bed piezometers PL5-2 and ML3-1.  During this time, 29 
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a storm event caused the river stage to rise quickly by around 1.2 m over a 15 hour period, followed 1 

by a gradual recession.  As a result, the upward hydraulic gradient within the riverbed, typical of low 2 

flow periods, was reversed for around 0.5 d leading to the possibility of downward flow of river water 3 

into the riverbed during this time.  A lagged and attenuated pressure wave was observed by the 4 

bankside borehole (Figure 7). 5 

These observations suggest that during such storm events pressure head variations at the river due to 6 

the river stage variations propagate into the adjacent riverbank and bed, being lagged and attenuated 7 

with depth/distance from the river.  We can expect that the possibility of flow reversals is thus 8 

dependent on the relative rate of the river stage variation and the hydraulic properties of the river 9 

bank/bed and underlying aquifer. 10 

3.3.4.  Extent of gas accumulation 11 

During regular field visits to the site over a two year period, natural ebullition of gas in visible quantities 12 

was never observed.  However, when the river bed sediments were disturbed even to a small degree, 13 

bubbles of gas would be discharged.  Qualitatively, there was no clear difference in the extent of this 14 

phenomenon spatially or seasonally across the site. 15 

While taking water samples from the multilevel piezometers, gas bubbles would often be brought up 16 

from even the deepest piezometers (>0.8 m below river bed level).  The quantity of gas varied during 17 

sampling with a maximum of c. 50% gas by volume being collected at certain times.  Qualitatively, 18 

there was no clear change in the volume of gas present, either temporally or at different depths below 19 

the river bed. 20 

The bespoke gas collection device was used to collect gas at 7 locations (G1-G7) shown in Figure 4.  21 

The results of the gas volume and composition are shown in Table 1.  Assuming the gas released was 22 

only from the volume of sediment disturbed and that no gas escaped laterally, this implies gas was 23 

present in the range 7% to 14% by volume.  This gives an average residual saturation of around 30% 24 

of the pore space, which is within the range found in the literature.  However, the volume of the gas 25 

seems to be distributed non-uniformly both laterally and with depth, and, based on the assumptions 26 

above, will also be temporally variable.  The results of the N2O analyses for samples from 2 multilevel 27 

piezometers (ML4-3 and ML5-2, Figure 4) showed a range of values from 3 to 12 ppm for porewater 28 

from a depth range of 0.02 to 0.4 m below river bed.  Since samples were taken using a single air-29 
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equilibration, the values will represent an underestimate of the total N2O actually present in the water.  1 

The presence of N2O in such quantities is strongly indicative that either nitrification or denitrification is 2 

occurring.  Given that relatively low Eh has been consistently observed in river bed porewater samples 3 

taken from the site (range 31 to 316 mV, median 101 mV), it is most likely that the N2O is being 4 

produced by denitrification.  If this is the case it is likely that a significant proportion of the accumulated 5 

gas is nitrogen, since it is normally present in much greater quantities than N2O in denitrifying 6 

environments [46]. 7 

In summary, the field and laboratory chemistry data suggest that the river bed has very variable redox 8 

conditions that have led to the production of gas via microbial respiration through various pathways 9 

including denitrification.  More work is needed to confirm these preliminary findings.  The carbon 10 

source for this microbial activity is likely to be organic rich layers of sediment which have been 11 

observed to depths of several tens of cm below the river bed.  Since gas accumulation is also found 12 

well below this level, we assume there must be a deeper carbon source within the system which has 13 

not been observed.  The result is accumulation of mixed gases of varying proportions within the pore 14 

space of the river bed, with gas composition likely to include significant nitrogen.  The apparent 15 

heterogeneity in gas accumulation is consistent with other studies describing biologically and 16 

chemically disparate microzones within the hyporheic zone which facilitate diverse ecological 17 

processes in a small volume [4].  Although the trapped gas distribution has not been mapped in great 18 

detail, the field results are sufficient to give a plausible upper end member for the volume of gas 19 

present in the river bed.  This has been used for testing its hydraulic significance using numerical 20 

models as described in the next section. 21 

 22 

 23 

 24 

4.  Model development and results 25 

4.1.  Hypotheses 1 & 2 26 

4.1.1.  Model Setup 27 
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A series of 2-D transect models have been developed to test how changes in Ss and K due to gas 1 

accumulation in the river bed may effect the hydrodynamics of storm events.  Previous work has 2 

shown the importance of including the unsaturated zone within such models in order to adequately 3 

reproduce observed head responses in river bank piezometers [14].  Hence, a three dimensional 4 

variably saturated flow and transport code, FAT3D-UNSAT [37] which also has the capacity for 5 

transient particle tracking, has been used for this purpose. 6 

The approach taken was to produce a model that broadly captures the timing and magnitude of the 7 

observed hydraulic responses over a 2 day period (13-14/12/2008) encompassing a storm event, and 8 

then to change the hydraulic properties within the river bed to assess changes in the hydrodynamics 9 

due to the presence/absence of gas.  Piezometers within the river bed and the bank side borehole 10 

were used to inform the model refinement process, the locations of which are shown in Figure 4. 11 

The modelled transect spans the river and 100 m either side and a constant ground elevation is 12 

assumed.  Flow paths to the river under low flow conditions may not, in reality, be orthogonal to the 13 

channel whereas the propagation of pressure changes, due to a passing storm wave, away from a 14 

straight section of river channel are likely to be.  It was confirmed by Ellis et al. [14], for a nearby site 15 

on the River Tame that a 2-D transect model oriented perpendicular to the river can give good results 16 

and we have thus used a similar approach here.  Constant head boundary conditions have been 17 

adopted at the lateral limits of the model and the river channel has been approximated as a rectangle 18 

with seepage faces and a variable head boundary condition equal to the dynamic river stage.  The 19 

models have minimum cell dimensions (width x depth) of 20 x 5 cm at the river gradually increasing to 20 

300 x 300 cm at the base extremities. 21 

Three material types were defined as shown in the cross section in Figure 8.  Firstly, the made ground 22 

of the river bank in the upper 3 m of the model was assigned the following van Genuchten parameters 23 

for a loam [45] to control the tension-saturation-hydraulic conductivity relationships: Kx = Kz = 25 cm/d, 24 

θr = 0.07, θs = 0.4, α = 0.036 cm
-1

, n = 1.56.  Secondly, a hydraulic conductivity value of 1 m/d was 25 

used for the saturated sand and gravel and the sandstone aquifer below the made ground (based on 26 

data described in Section 3.3.1).  A specific storage of 1x10
-6

 m
-1

 was taken from other studies on the 27 

Permo-Triassic sandstone aquifer [9].  Thirdly, a 1 m deep alluvial zone within the river bed was 28 

assumed to be co-incident with the zone of gas accumulation.  This material was assigned van 29 

Genuchten parameters of θr = 0.05, θs = 0.3, α = 0.145 cm
-1

, n = 2.68.  Although the multiphase flow 30 
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was not explicitly modelled, two end-member models were run for saturated conditions (gas absent) 1 

with Kx = Kz = 886 cm/d, Ss = 1x10
-6

 m
-1

 and effective porosity (ne) of 0.25, and for gas present with 2 

Kx = Kz = 100 cm/d, Ss = 1x10
-2

 m
-1

 and ne = 0.15 respectively. 3 

To arrive at these latter values, we assumed that the gas is predominantly nitrogen with H = 67  and 4 

fills 10% of the total porosity.  Equation 6 was used to derive the relative hydraulic conductivity, and 5 

Equation 5 was used to estimate the modified Ss.  It should be noted that at the typical pressures 6 

encountered within the river bed on site the storage due to dissolution/exsolution of gas is more than 7 

one order of magnitude less than that due to the increased compressibility of the gas.  Since changes 8 

in the compressibility of gas due to pressure or temperature changes typically encountered in the 9 

hyporheic zone at the site are of the order of around 10%, it is a reasonable approximation to assign a 10 

constant value for the storage term.  Furthermore, the variability in temperature during the length of 11 

the model run is not sufficient to alter the hydraulic conductivity of the sediments significantly so this 12 

has also been held constant during the model runs. 13 

Particle tracking was used to yield information about the depths of reverse flows. This was 14 

accomplished by strategically placing 20 particles within the flow domain and tracking forwards 15 

through time.   16 

The two simulations were designed to represent two end members based on the maximum amount of 17 

gas that we might expect at the site based on the field observations (simulation M1) and the case for a 18 

complete absence of gas (simulation M2). 19 

4.1.2.  Results 20 

Steady state head contours are shown in Figure 8 for simulation M2 with vector arrows indicating the 21 

converging flow into the river banks and bed.  Reasonable agreement was achieved by the models in 22 

both the style and magnitude of the observed head variations within the river bed and within the 23 

bankside borehole (Figure 7).  Simulation M1 indicates flow reversal (negative differential heads) 24 

within the river bed for around 10 hr.  Under low flow conditions the total discharge to the river is 25 

approximately 1 m
3
/d per m length of river channel (m

3
/d/m) with around 80% of the flow discharging 26 

through the bed of the river, but just 28% through the central half of the channel, and the remaining 27 

20% from the river bank. 28 
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A comparison of river bed differential heads and total volumetric flows are given for the two 1 

simulations in Figure 9 and Table 2 respectively.  At low flows, the higher hydraulic conductivity of the 2 

river bed in the absence of gas leads to a larger proportion of the groundwater discharge occurring 3 

through the sides of the channel (60%) rather than through the river banks (11%).  The proportion of 4 

flow through the channel centre remains almost unchanged with just a 0.5% increase.  The total 5 

exchange flow between the river and river banks and bed decreases by around 5% in the absence of 6 

gas.  However, the spatial changes in the distribution of inflow/outflow are much larger with more than 7 

30% and 10% decreases in the volume of river water entering the central part of the river bed and 8 

river banks, balanced by an increased inflow from the edges of the river bed in M2. 9 

Hence, the results only partially confirm hypothesis 1 in that the duration and magnitude of the flow 10 

reversals are not, overall, greatly enhanced by the presence of the gas.  However, the geometry of the 11 

flow paths and magnitude distribution of influent and effluent fluxes is certainly altered by the presence 12 

of the gas.  The results of particle tracking indicated that river water only invaded to a depth of around 13 

4.4 cm during the storm event in the centre of the channel due solely to advective flow reversal.  14 

However, when gas is included in the model, the advective front reaches 10.5 cm, an increase by a 15 

factor of around 2.4.  In this case, the effect of the gas in increasing the storage and reducing the 16 

porosity has outweighed the effects due to reduced effective hydraulic conductivity, leading to 17 

increased depth of flow reversals, thus confirming hypothesis 2. 18 

 19 

4.2.  Hypotheses 3 20 

4.2.1.  Model Setup 21 

It is assumed that, except very close to the river banks, discharging groundwater flows predominantly 22 

vertically through the riverbed.  This is reasonable given that observed vertical hydraulic gradients are 23 

orders of magnitude larger than lateral gradients at the site (Section 3.3.3.) and consistent with the 24 

geometry of flow indicated by the flow models described above.  Figure 8 shows that there is a degree 25 

of flow convergence for the steady state ‘no gas’ scenario under the sides of the channel but that this 26 

is minimal in the central section of the river bed.  For the modelled scenarios in the presence of gas, 27 

the flow field is even less convergent.  Hence the propagation of observed diurnal temperature 28 

oscillations may be described by a 1-D version of the advection diffusion equation for heat flow 29 
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(Equation 9) for a sinusoidally varying temperature at one boundary of an infinite homogeneous 1 

porous media with constant fluid flux.  The observed temperature data (Figure 6) were evaluated using 2 

the analytical method of Keery [30] which makes use of Stallman’s [51] analytical solution to the 3 

following transient heat flow equation: 4 
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We reproduce Keery’s [30] solution here since in it’s published form there is a typographical error in 6 

the last two terms (Keery pers comm., 2009): 7 
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 , and ttzA , and tA ,0 are, respectively the 10 

amplitudes of oscillations of the single frequency at depth z and time t + Δt, and at depth 0 and time t, 11 

where Δt is the time lag between oscillations at depths z and 0. 12 

We used this model to analyse the diurnal temperature variations propagating through the river bed, 13 

with the variation in river temperature as the boundary condition.  Temperature time series including 14 

only those oscillations with periods of greater than or equal to one day were derived by applying a 24 15 

hour moving average smoothing algorithm to the raw data.  A model was then constructed to apply a 16 

moving window Fourier analysis to the river temperatures and to each of the river bed temperature 17 

time series to calculate the 24 hour pure sine wave amplitude and phase.  The code then calculates D 18 

from the amplitude ratio of the river and depth specific oscillations taking the phase shift into account 19 

and, taking user-defined thermal parameters, calculates the flux by solving Equation 16 using the 20 

Newton-Raphson method. 21 

4.2.2.  Results 22 

During much of the winter period the daily temperature oscillations were too low for the method to be 23 

applicable but good results were obtained during March/April 2009.  The model is only applicable 24 



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

 19 

under conditions of stable flow such as low flow conditions when it is thought that the flux of 1 

groundwater discharge to the river is in the range 0.08 to 1.2 m/d as described above in Section 3.3.3. 2 

However, when a range of standard thermal properties for saturated sediments is used, in most cases 3 

the model predicts significant downward flows.  The attenuation of the downward propagation of the 4 

temperature signal from the river is not as great as would have been expected for the deeper three 5 

measurement points.  Only by using significantly increased values of diffusivity of the order of 2.0 x 10
-6 

6
 m

2
/s, is it possible to bring the modelled flux into the range expected by the hydraulic measurements 7 

(Figure 10).  Results of such a model are shown in Figure 10.  While there may be other explanations, 8 

as discussed further below, we consider that the most plausible explanation consistent with the 9 

available evidence is that the apparent increase in thermal diffusivity is dueto the presence of gas in 10 

the river bed.  To achieve a similar flux for the two most shallow monitoring locations (T5-1 at 0.09 m 11 

depth & EC4 at 0.17 m depth), variable thermal properties ranging between values for typical 12 

saturated sediments, and the higher diffusivities used for the deeper points were needed.  This may 13 

infer that the degree of gas accumulation in the very near surface of the river bed may be more 14 

temporally variable than that in deeper sediments. 15 

The heat flow model results (Figure 10) imply that the storm events seen in the observed stage data 16 

lead to decreases in the calculated vertical exchange flux between surface water and groundwater but 17 

not to flow reversals.  However, this cannot be taken as a contradiction of the hydraulic data and flow 18 

modelling presented above since the Keery-Stallman [30] analytical approach is only applicable during 19 

times of constant (or at least slowly changing) exchange flux, and there is also a smoothing effect 20 

inherent in the applied moving window Fourier analysis method.  Thus the direction of the perturbation 21 

during the storm events is as expected but its magnitude should not be used in interpreting the actual 22 

flux at these times. 23 

That the thermal diffusivity is enhanced beyond the range previously reported in the literature 24 

prompted us to undertake additional tests to check the quality of the data.  Firstly, a second 25 

temperature monitoring device was positioned in the river to check that the river temperatures used as 26 

the upper boundary conditions were correct and this yielded excellent agreement with the initial 27 

measurements of river temperature and in tests against laboratory thermometers.  Secondly, one of 28 

the two instruments (EC3) installed in the river bed which has overlapping data with T5-1 shows good 29 
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agreement with the calculated fluxes (Figure 10), lending additional support to the fact that the effect is 1 

real. 2 

We have used the Stallman [51] solution to forward model the temperature dynamics of sine waves 3 

with periods of 1 and 365 days and amplitudes of 1 and 14°C to compare the diurnal and annual 4 

cycles respectively.  Results using the range of literature values of thermal properties for saturated 5 

sediments have been compared with the results for models run using enhanced diffusivity values 6 

derived for the site from the analysis above.  Two sets of results are shown for illustration in 7 

Figures 11 and 12.  The results indicate that the observed diurnal temperature variations within the 8 

river bed at 0.1 and 0.5 m depth are approximately 1.5 and 6 times larger, respectively, than those 9 

predicted for saturated sediments.  On an annual basis the effect is more subtle, with fluctuations 10 

enhanced by around 4 to 20% compared to literature values for saturated sediments. 11 

It is noted, from the hydraulic modelling, that a small degree of flow convergence is expected within 12 

the river bed which contravenes the assumption of 1-D flow made in the thermal modelling.  However, 13 

such flow convergence towards the river bed would act to limit the downward diffusion of heat from the 14 

river bed in comparison to the 1-D case, and is thus not a viable hypothesis to explain the 15 

observations.  Another possible explanation for the results may be preferential flow within the riverbed.  16 

Conceivably, this could lead to a greater than expected diffusion of heat into the riverbed sediments if 17 

the advective heat flux component predominantly bypasses the bulk of the sediment through fractures 18 

or other high permeability structures.  However, no such features could be identified during the 19 

examination of freeze cores taken from the vicinity of the temperature monitoring locations and this 20 

hypothesis also seems unlikely. 21 

Overall the data and modelling results are therefore consistent with hypothesis 3. 22 

 23 

4.  Concluding Discussion 24 

This paper has outlined some of the physical mechanisms whereby the accumulation of gas within a 25 

river bed may affect its hydraulic and thermal regime.  Using observational data from a short reach of 26 

the urban River Tame, UK, and a range of numerical and analytical models we have tested a series of 27 

hypotheses in order to quantify some of these effects for the site. 28 
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Gas present in quantities up to around 14% by volume has been observed at the study site, and 1 

demonstrated to be present to at least 0.8 m depth below river bed.  Given the indications from 2 

hydrochemical data collected from the site, it is thought that this gas is a mixture dominated by 3 

nitrogen.  However, more research is needed on both the origin and distribution of the gas. 4 

Hydraulically, while gas accumulation may lead to increased discharge of groundwater from the river 5 

edges and banks during low flow periods in the river, during storm events the capacity for flow reversal 6 

within the centre of the channel may be greatly increased.  Furthermore, due to the reduced porosity, 7 

the possible depth of such reverse flows may be increased markedly.  These perturbations within the 8 

hydrodynamics will have knock-on effects on solute transport characteristics and therefore on the 9 

potential attenuation capacity of the hyporheic zone.  Furthermore, the changes in the depth and 10 

timing of mixing between groundwater and surface waters of different character will impact the 11 

biological functioning of the hyporheic zone on a range of temporal and spatial scales.  For systems 12 

with less potential bank storage the changes to the hydraulics may be even more marked as the 13 

additional storage provided by the accumulated gas represents a greater proportion of the total 14 

storage of the system. 15 

Differences in hyporheic zone temperature, which is a fundamental biological variable, may be 16 

particularly significant for microbial processes and hyporheic ecology.  For instance, 17 

nitrification/denitrification processes are strongly temperature dependent [47].  Feedback loops may 18 

be created whereby, for instance, the presence of gas leads to increased/decreased temperatures in 19 

the subsurface leading to enhanced/reduced gas production and so on.  Furthermore, the thermal 20 

regime of the hyporheic zone regulates ecological processes such as organic matter decomposition, 21 

fish egg incubation and invertebrate diapause [16].  The use of heat as a tracer for delineating 22 

hyporheic flow processes has become widespread in recent years [7].  The success of this technique 23 

relies on the fact that the thermal properties of typical river bed sediments lie in a narrow and 24 

predictable range.  However, the results presented in this paper show that the presence of gas may 25 

alter the thermal properties to such a degree that the use of such techniques becomes subject to a 26 

much greater degree of uncertainty. 27 

Although the likely magnitude of thermal and hydraulic changes due to the presence of gas for this site 28 

have been demonstrated, quantifying the significance of these changes for chemical attenuation and 29 

hyporheic zone biology is beyond the scope of this paper.  Furthermore, the models used to test the 30 
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possible changes in hydraulic and thermal behaviour due to the presence of gas have been kept 1 

highly simplified.  In reality, a complex distribution of gas is likely to result in heterogeneity at a range 2 

of scales.  At this stage the data are not available to support a more complex approach and both 3 

further data collection and subsequent theoretical development are needed. 4 

 5 
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Figures 1 

Figure 1.  Variation of relative hydraulic conductivity (Kr) with saturation (s) for sandy sediments using 2 

van Genuchten-Mualem constants from the Rosetta database (Schaap et al, 2001). 3 

Figure 2.  The theoretical dependence of apparent thermal diffusivity on water content for a sandy 4 

sediment calculated using Equations 11 and 12. 5 

Figure 3.  Location of the study site (modified from Ellis & Rivett, 2007) 6 

Figure 4 A plan of the study site showing the locations of relevant monitoring points. 7 

Figure 5.  River bed gas sampling set-up.  The steel rod penetrated around 2 cm into the sediment 8 

enabling the collection of gas to this depth. 9 

Figure 6.  Diurnal temperature fluctuations in the river and at 4 depths below the river bed monitored 10 

at T5-1, expressed as variations from the running daily mean. 11 

Figure 7.  Results of simulation M1.  Differential heads within river head piezometers are relative to 12 

pressure in the base of the river.  Absolute borehole levels have been shifted to account for the well 13 

drawdown. 14 

Figure 8.  Transect model material distribution and steady state head contours for simulation M2 (gas 15 

absent) in the vicinity of the river.  Constant head boundaries are at x = 0 and 20000 cm and a no flow 16 

boundary is at z = 0 cm. 17 

Figure 9.  Comparison of modelled river bed differential pressure relative to pressure at the base of 18 

the river for simulations M1 and M2, shown alongside observed river stage. 19 

Figure 10.  Simulated vertical groundwater-surface water exchange flux using the analytical heat flow 20 

model with K = 2.0 Wm
-1

K
-1

, ka = 2 x 10
-6

 m
2
s

-1
 and (cρ)f = 4.2 x 10

-6
 Jm

-3
K

-1
 shown alongside 21 

observed river stage. 22 

Figure 11.  Modelled diurnal river bed temperature fluctuations using a range of thermal parameters 23 

[10,23,29,53] at 0.25 m depth below the riverbed. 24 

Figure 12.  Modelled annual river bed temperature fluctuations using a range of thermal parameters 25 

[10,23,29,53] at 0.4 m depth below the riverbed. 26 

27 
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Tables 1 

Table 1.  Summary of gas collection volumes (locations shown in Figure 4). 2 

Table 2 Flow balance summary and comparison for models M1 and M2 over the 2 day storm event.  3 

Positive (IN) values refer to flows from the river into the riverbed/banks; negative (OUT) values refer to 4 

flows from the riverbed/banks to the river. 5 
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Thermal parameters

River Tame 

study site

1 2 3
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Location Volume of gas 

sample (l) 

Gas % by volume of bulk 

sediment 

G1 0.28 7.1 

G2 0.31 7.9 

G3 0.49 12.5 

G4 0.54 13.8 

G5 0.37 9.4 

G6 0.22 5.6 

G7 0.34 8.7 
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Total flow over 2 d storm event M1 (m
3
/d/m) M2 (m

3
/d/m) % change 

IN: centre half of river bed 0.10 0.07 -33.4 

OUT: centre half of river bed -0.37 -0.35 -7.5 

IN: total river bed 0.31 0.32 1.8 

OUT: total river bed -1.04 -1.08 3.6 

IN: river banks 0.33 0.29 -10.8 

OUT: river banks -0.31 -0.21 -34.2 

IN: total 0.64 0.61 -4.9 

OUT: total -1.35 -1.29 -4.7 

NET: total -0.71 -0.67 -5.6 
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