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I. INTRODUCTION

The study of $W^\pm Z$ diboson production is an important test of the Standard Model (SM) for its sensitivity to the gauge boson self-interactions, related to the non-Abelian structure of the electroweak interaction. It provides the means to investigate vector boson scattering (VBS) processes, which directly probe the electroweak symmetry breaking sector of the SM, and to extract constraints on anomalous triple and quartic gauge boson couplings (aTGC and aQGC). Improved constraints can probe scales of new physics in the multi-TeV range and provide a means to investigate vector boson scattering (VBS) processes. This paper uses data collected at a higher center-of-mass energy of 8 TeV (LHC), and corresponds to an integrated luminosity of 20.3 fb$^{-1}$. Experimentally, $W^\pm Z$ production has the advantage of a higher cross section than ZZ production. At the same time, with three charged leptons and the requirement that two of them originate from a Z boson, the leptonic $W^\pm Z$ final states are easier to discriminate from the background than the leptonic WW final states. Measurements of the $W^\pm Z$ production cross section have been reported in proton-antiproton collisions at a center-of-mass energy of $\sqrt{s} = 1.96$ TeV by the CDF and D0 collaborations [1,2] using integrated luminosities of 7.1 fb$^{-1}$ and 8.6 fb$^{-1}$, respectively, and for $\sqrt{s} = 7$ TeV proton-proton collisions, using an integrated luminosity of 4.6 fb$^{-1}$, by the ATLAS Collaboration [3]. Limits on anomalous charged-current gauge couplings were also reported previously by the LEP, Tevatron, and LHC experiments [4–6]. In hadron collisions, the selection of $W^\pm Z$ final states allows direct access to the WWZ gauge coupling without the need of disentangling it from the WW$\gamma$ gauge coupling as in $W^\pm W^\mp Z$ events from hadronic or $e^+e^-$ collisions.

Compared to the previously published measurements, this paper uses data collected at a higher center-of-mass energy with a fourfold increase in integrated luminosity and presents additional measurements. The production cross section is measured in a fiducial phase space inclusively and as single differential cross sections as a function of each of several kinematic variables: the transverse momentum $p_T$ of the W and Z bosons, the jet multiplicity, the transverse mass of the WZ system, $m_{T,WZ}$, and the $p_T$ of the neutrino associated with the W boson decay.
feature of this last distribution is its sensitivity to the polarization of the $W$ boson, similar to the $p_T$ of the lepton of the $W$ boson decay. Finally, the distribution of the absolute difference between the rapidities of the $Z$ boson and the lepton from the $W$ boson decay is measured, which was proposed as an alternative variable to look for aTGC and was also found to be sensitive to the approximately zero helicity amplitude that is predicted at leading order (LO) in the SM \cite{7,8}. Limits on aTGC are extracted from the $m_{WZ}$ distribution, which is found to be less sensitive to higher-order perturbative effects in QCD \cite{9} and electroweak (EW) theory \cite{10,11} than other observables, e.g., $p_T^Z$.

The ratio of $W^+Z/W^-Z$ integrated production cross sections, sensitive to the choice of parton distribution functions (PDF), is measured along with the evolution of this ratio as a function of the kinematic variables introduced above. Charge-dependent distributions may be helpful in investigating $CP$ violation effects in the interaction between gauge bosons. This paper also includes a study of $W^\pm Z$ vector boson scattering, characterized by the presence of at least two forward jets, which is sensitive to quartic gauge couplings. Events with a $W^\pm Z/j$ final state are used to set limits on the VBS cross section and on aQGC in the $WZW$ vertex.

The results are compared with the SM cross-section predictions, which at present are fully calculated only up to the next-to-leading order (NLO) in QCD \cite{12,13}.

The paper is organized as follows. The ATLAS detector is described in Sec. II. The definition of the fiducial phase space used in this paper is presented in Sec. III. Section IV discusses the available theoretical predictions. Section V provides details of the simulated samples used for the measurements. A description of the data set and the selection criteria are given in Sec. VI. Section VII presents the background estimation, and Sec. VIII provides comparisons of observed and expected events and of kinematic distributions at the reconstructed level. The procedure used to correct for detector effects and for acceptance is described in Sec. IX. The treatment of the systematic uncertainties is detailed in Sec. X. Sections XI, XII, and XIII describe the combination procedure of the four leptonic $W^\pm Z$ decay channels and discuss the results. Finally, concluding remarks are presented in Sec. XIV.

II. THE ATLAS DETECTOR

The ATLAS detector \cite{14} is a multipurpose detector with a cylindrical geometry and nearly $4\pi$ coverage in solid angle. The collision point is surrounded by inner tracking devices, which are followed in increasing distance from the center by a superconducting solenoid providing a 2 T axial magnetic field, a calorimeter system, and a muon spectrometer.

The inner tracker provides precise position and momentum measurements of charged particles in the pseudorapidity\footnote{ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the $z$ axis along the beam direction. The $x$ axis points from the IP to the center of the LHC ring, and the $y$ axis points upward. Cylindrical coordinates $(r,\phi)$ are used in the transverse $(x,y)$ plane, $\phi$ being the azimuthal angle around the beam direction. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \left[\tan(\theta/2)\right]$} range $|\eta| < 2.5$. It consists of three subdetectors arranged in a coaxial geometry around the beam axis: the silicon pixel detector, the silicon microstrip detector, and the transition radiation tracker.

Electromagnetic calorimetry in the region $|\eta| < 3.2$ is based on a high-granularity, lead/liquid-argon (LAr) sampling technology. Hadronic calorimetry uses a steel/scintillating-tile detector covering the region $|\eta| < 1.7$ and a copper/LAr detector in the region $1.5 < |\eta| < 3.2$. The most forward region of the detector $3.1 < |\eta| < 4.9$ is equipped with a dedicated forward calorimeter, measuring electromagnetic and hadronic energies using copper/LAr and tungsten/LAr modules.

The muon spectrometer comprises separate trigger and high-precision tracking chambers to measure the deflection of muons in a magnetic field generated by three large superconducting toroids arranged with an eightfold azimuthal coil symmetry around the calorimeters. The high-precision chambers cover a range of $|\eta| < 2.7$. The muon trigger system covers the range $|\eta| < 2.4$ with resistive plate chambers in the barrel, and thin gap chambers in the end cap regions.

A three-level trigger system is used to select events in real time. A hardware-based Level-1 trigger uses a subset of detector information to reduce the event rate to a value of at most 75 kHz. The rate of accepted events is then reduced to about 400 Hz by two software-based trigger levels, Level-2 and the event filter.

III. PHASE-SPACE DEFINITION

The phase-space definition used in this paper relies on final-state prompt leptons\footnote{A prompt lepton is a lepton that is not produced in the decay of a hadron or a $\tau$ or their descendants} \cite{15} associated with the $W$ and $Z$ boson decay, as explained in detail below.

At particle level, the kinematics of final-state prompt electrons and muons is computed including the contributions from final-state radiated photons within a distance in the $(\eta,\phi)$ plane of $\Delta R = \sqrt{\Delta\eta^2 + (\Delta\phi)^2} = 0.1$ around the direction of the charged lepton.

These dressed leptons and the final-state neutrinos that do not originate from hadron or $\tau$ decays are associated with the $W$ and $Z$ boson decay products with an algorithmic approach, called “resonant shape.” This algorithm is based on the value of an estimator expressing the product of the nominal line shapes of the $W$ and $Z$ resonances.
TABLE I. Phase-space definitions used for the total, fiducial, VBS cross-section measurements and for the extraction of limits on the aTGC and aQGC. The symbols $\ell_Z$ and $\ell_W$ refer to the leptons associated with the $Z$ and $W$ bosons, respectively. The symbol $m_Z^{PDG}$ refers to the mean experimental mass of the $Z$ boson from the Particle Data Group \[16\]. The other symbols are defined in the text.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total</th>
<th>Fiducial and aTGC</th>
<th>VBS</th>
<th>aQGC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton $</td>
<td></td>
<td>\eta</td>
<td>&lt; 2.5</td>
<td>&lt; 2.5</td>
</tr>
<tr>
<td>$p_T$ of $\ell_Z$, $p_T$ of $\ell_W$ [GeV]</td>
<td>...</td>
<td>&gt; 15, &gt; 20</td>
<td>&gt; 15, &gt; 20</td>
<td>&gt; 15, &gt; 20</td>
</tr>
<tr>
<td>$m_Z$ range [GeV]</td>
<td>66-116</td>
<td>$</td>
<td>m_Z - m_Z^{PDG}</td>
<td>&lt; 10$</td>
</tr>
<tr>
<td>$m_W^Z$ [GeV]</td>
<td>...</td>
<td>&gt; 30</td>
<td>&gt; 30</td>
<td>&gt; 30</td>
</tr>
<tr>
<td>$\Delta R(\ell_Z, \ell_Z)$, $\Delta R(\ell_Z, \ell_W)$</td>
<td>...</td>
<td>&gt; 0.2, &gt; 0.3</td>
<td>&gt; 0.2, &gt; 0.3</td>
<td>&gt; 0.2, &gt; 0.3</td>
</tr>
<tr>
<td>$p_T$ two leading jets [GeV]</td>
<td>...</td>
<td>...</td>
<td>&lt; 4.5</td>
<td>&lt; 4.5</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>$ two leading jets</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Jet multiplicity</td>
<td>...</td>
<td>...</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
</tr>
<tr>
<td>$m_{jj}$ [GeV]</td>
<td>...</td>
<td>...</td>
<td>&gt; 500</td>
<td>&gt; 500</td>
</tr>
<tr>
<td>$\Delta R(j, \ell)$</td>
<td>...</td>
<td>...</td>
<td>&gt; 0.3</td>
<td>&gt; 0.3</td>
</tr>
<tr>
<td>$</td>
<td>\Delta \phi(W, Z)</td>
<td>$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$\sum</td>
<td>p_T^\ell</td>
<td>$ [GeV]</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

where $m_Z^{PDG}$ ($m_W^{PDG}$) and $\Gamma_Z^{PDG}$ ($\Gamma_W^{PDG}$) are the world average mass and total width of the $Z$ ($W$) boson, respectively, as reported by the Particle Data Group \[16\]. The input to the estimator is the invariant mass $m$ of all possible pairs ($\ell^+, \ell^-$) and ($\ell', \nu_{\ell'}$) satisfying the fiducial selection requirements defined in the next paragraph. The final choice of which leptons are assigned to the $W$ or $Z$ bosons corresponds to the configuration exhibiting the highest value of the estimator. Using this specific association algorithm, the gauge boson kinematics can be computed using the kinematics of the associated leptons independently of any internal Monte Carlo (MC) generator details.

The integrated and differential cross-section measurements are performed in a fiducial phase space defined at particle level by the following requirements: the $p_T$ of the leptons from the $Z$ boson decay is greater than 15 GeV, the $p_T$ of the charged lepton from the $W$ decay is greater than 20 GeV, the absolute value of the pseudorapidity of the charged leptons from the $W$ and $Z$ bosons are less than 2.5, the invariant mass of the two leptons from the $Z$ boson decay differs at most by 10 GeV from the world average value of the $Z$ boson mass $m_Z^{PDG}$. The $W$ transverse mass, defined as $m_W^Z = \sqrt{2 \cdot p_T^\ell \cdot p_T^\nu \cdot [1 - \cos \Delta \phi(\ell, \nu)]}$, where $\Delta \phi(\ell, \nu)$ is the angle between the lepton and the neutrino in the transverse plane, is required to be greater than 30 GeV. In addition, it is required that the angular distance $\Delta R$ between the charged leptons from $W$ and $Z$ decay is larger than 0.3, and that $\Delta R$ between the two leptons from the $Z$ decay is larger than 0.2.

The integrated cross section, measured in the fiducial region of the detector, is extrapolated to a total phase space, defined by requiring that the invariant mass of the lepton pair associated with the $Z$ boson decay is in the range $66 < m_Z < 116$ GeV, and extrapolating to all decay channels of the $W$ and $Z$ bosons.

In order to define the VBS fiducial region for the cross-section measurement, in addition to the inclusive fiducial criteria, at least two jets with a $p_T$ greater than 30 GeV and an absolute value of the pseudorapidity $\eta_j$ below 4.5 are required. These particle level jets are defined using the anti-$k_t$ algorithm with a radius parameter $R = 0.4$. The angular distance between all selected leptons and jets, $\Delta R(j, \ell)$, is required to be greater than 0.3. If the $\Delta R(j, \ell)$ requirement is not satisfied, the jet is discarded. The invariant mass of the two leading jets, $m_{jj}$, must be above 500 GeV to enhance the sensitivity to VBS processes.

For setting limits on aQGC, the fiducial region definition was optimized to give the best expected limits. Therefore, in addition to the criteria used for the VBS fiducial cross-section measurement, it is required that the difference in azimuthal angle $|\Delta \phi(W, Z)|$ between the $W$ and $Z$ directions is greater than 2 rad. In addition, in order to increase the sensitivity to aQGC signals, the scalar sum of the transverse momenta of the three charged leptons associated with the $W$ and $Z$ bosons, $\sum |p_T^\ell|$, is greater than 250 GeV.

A summary of the phase-space definition used in this paper is given in Table I.

IV. STANDARD MODEL PREDICTIONS FOR $W^\pm Z$ PRODUCTION

The measured integrated cross section is compared with the SM NLO prediction from the POWHEG event generator \[17–20\], interfaced with PYTHIA 8.175 \[21\] for parton showering (PS) and hadronization. The POWHEG MC event generator implements the next-to-leading order QCD
corrections to the production of electroweak vector boson pairs at hadron colliders, including the full spin and decay angle correlations [22]. This calculation is referred to as POWHEG+PYTHIA later on. At a center-of-mass energy of \( \sqrt{s} = 8 \text{ TeV} \), in proton-proton collisions, the SM NLO cross section for \( W^\pm Z \) production in the fiducial phase space defined in Sec. III, estimated with POWHEG+PYTHIA using factorization and dynamic renormalization scales \( \mu_R \) and \( \mu_F \) equal to \( m_{WZ}/2 \), where \( m_{WZ} \) is the invariant mass of the \( WZ \) system, and the CT10 [23] PDF set, is

\[
\sigma_{W^\pm Z \rightarrow \ell^+\ell^-}^{\text{fid},\text{th}} = 30.0 \pm 0.8(\text{PDF}) \pm 1.3(\text{scale}) \text{ fb}.
\]

The predicted cross sections for \( W^+Z \) and \( W^-Z \) inclusive production are

\[
\sigma_{W^+Z \rightarrow \ell^+\ell^-}^{\text{fid},\text{th}} = 18.8 \pm 0.5(\text{PDF}) \pm 0.8(\text{scale}) \text{ fb},
\]

\[
\sigma_{W^-Z \rightarrow \ell^+\ell^-}^{\text{fid},\text{th}} = 11.1 \pm 0.5(\text{PDF}) \pm 0.5(\text{scale}) \text{ fb}.
\]

In these estimates, the \( W \) and \( Z \) decays in a single lepton channel with muons or electrons are considered. The uncertainty due to the PDF is computed using the eigenvectors of the CT10 PDF set scaled to 68\% confidence level (C.L.) and the envelope of the differences between the results obtained with CT10, MSTW 2008 [24], NNPDF 3.0 [25], and ATLAS-epWZ12 NLO [26] PDF sets. The QCD scale uncertainty is estimated conventionally by varying \( \mu_R \) and \( \mu_F \) by factors of 2 around the nominal scale \( m_{WZ}/2 \) with the constraint \( 0.5 \leq \mu_R/\mu_F \leq 2 \). A maximum variation of 4\% is found. However, the SM prediction, which is at NLO accuracy in perturbative QCD, is highly sensitive to the choice of renormalization scale \( \mu_R \). For example, choosing a fixed renormalization scale \( \mu_R = (m_W + m_Z)/2 \) instead of a dynamic scale \( \mu_R = m_{WZ} \) increases the SM predicted cross section by 7\%. The total uncertainty on the theoretical prediction is estimated as the linear sum of the PDF and QCD scale uncertainties, following the recommendations in Ref. [27].

The differential distributions are compared to the predictions of the POWHEG+PYTHIA, MC@NLO 4.0 [28], interfaced with HERWIG [29] for PS and hadronization, and SHERPA 1.4.5 [30,31] event generators. The SHERPA predictions used in this paper are computed at LO and take into account the real emission of up to three partons in the matrix element calculations. They are therefore expected to describe the jet multiplicity distribution and the event kinematics at higher jet multiplicity better than POWHEG +PYTHIA where only the real emission of at most one parton is directly calculated at NLO.

The uncertainties on predicted differential cross sections arising from the PDF and the QCD scale uncertainties are estimated as described above. Recently, approximate next-to-next-to-leading-order (nNLO) corrections have been computed and presented as \( K \)-factors for differential cross-section distributions [9]. For a number of commonly used observables these corrections are sizable, of the order of 30\% to 100\%. The nNLO correction to the \( m_T \) distribution is smaller (< 10\%) indicating that this observable is less sensitive to higher order perturbative contributions to the transition amplitude that appear at next-to-next-to-leading order (NNLO). The approximate nNLO calculation can only account for the dominant part of the NNLO QCD corrections and in certain regions of the phase space.

Electroweak quantum corrections at NLO to the \( W^\pm Z \) cross sections, including photon-quark-induced processes, have been computed [10,11]. These corrections have an impact mainly on differential cross sections. The complete calculation is done in the zero-width approximation, and the decays of vector bosons are not included. It is therefore not included in the available Monte Carlo (MC) generators. For this reason, the uncertainty on the differential distributions arising from missing higher orders in the EW theory is included by taking the existing EW corrections at NLO as an additional theory uncertainty on the predictions from POWHEG+PYTHIA. The effect increases with increasing \( p_T^Z \) and \( m_{WZ} \). At a center-of-mass energy of 8 TeV, they range from \(-0.3\% \) to a value of 3.2\% in the highest \( p_T^Z \) bin considered in this analysis and from 0.12\% to a value of 1.1\% in the highest \( m_{WZ} \) bin considered in this analysis [11]. The total uncertainty on the differential theoretical predictions is estimated as the linear sum of the PDF, QCD scale, and EW correction uncertainties [27].

The SM cross section of the VBS process is calculated at NLO in QCD with the Monte Carlo generator VBFNLO [32–36]. In proton-proton collisions with a center-of-mass energy of 8 TeV this cross section in the VBS fiducial phase space defined in Sec. III is 0.13 \( \pm 0.01 \) fb. This calculated cross section is for one single leptonic decay channel of the \( W \) and \( Z \) in muons or electrons. The total uncertainty on the VBS theoretical prediction is estimated as the linear sum of the PDF and QCD scale uncertainties, each determined as described above.

V. SIMULATED EVENT SAMPLES

Simulated event samples are used for estimates of the irreducible background, for the correction of the signal yield for detector effects, for the extrapolation from the fiducial to the total phase space, for the extraction of the gauge couplings, and for comparisons of the results to the theoretical expectations.

The simulated samples are overlaid with additional proton-proton interactions (pileup) generated with PYTHIA 8.1 using the MSTW2008 LO PDF set and the A2 [37] set of tuned parameters. The MC events are also reweighted to better reproduce the distribution of the mean number of interactions per bunch crossing and of the longitudinal position of the primary \( pp \) collision vertex.
observed in the data. All generated events are passed through the ATLAS detector simulation [38] based on GEANT4 [39] and processed using the same reconstruction software as for data.

Scale factors are applied to the simulated events to correct for the small differences from data in the trigger, reconstruction, and identification efficiencies for electrons and muons [40–42]. Furthermore, in simulated events the electron energy and the muon momentum are smeared to account for the small differences in resolution between data and simulation [42,43].

A. Signal samples

The $W\pm Z$ SM production processes and subsequent leptonic decays are generated at NLO in QCD using the POWHEG MC event generator [17–20], interfaced with PYTHIA 8.175 [21] for PS, hadronization, and the underlying event (UE) simulation. This sample is used to correct for acceptance and detector effects.

Signal events with aTGC are generated at NLO with the MC@NLO 4.0 [28] Monte Carlo generator interfaced with HERWIG [29] and JIMMY [44] for the simulation of the PS, hadronization, and UE.

In all above-mentioned signal samples, the final-state radiation (FSR) resulting from the quantum electrodynam-ics (QED) interaction is modeled with PHOTOS [45].

For the VBS analysis, the $W\pm Z$ production associated with at least two jets is generated at LO with SHERPA 1.4.5 [30,31], which uses the CKKW [46] matching scheme and an internal model for QED radiation based on the YFS method [47]. Signal events in the VBS analysis arise from the processes that occur at zero order in the strong coupling constant $\alpha_s$ and are labeled $WZjj$-EW. The remaining processes leading to $W\pm Z$ final states, associated with at least two jets, are called $WZjj$-QCD processes.

Events with aQGC are generated at LO using the WHIZARD [48] MC generator. A $K$-matrix unitarization method [49,50] is employed in order to ensure the unitarity of the scattering amplitude, which would be violated for values of quartic gauge couplings different from the SM value.

The CT10 [23] PDF set is used for all signal samples.

B. Background samples

Backgrounds to the $W\pm Z$ signal come from events with two or more electroweak gauge bosons, top quarks, and gauge bosons associated with jets ($V + j, V = W, Z$), and events from double parton scattering (DPS) processes where the $W\pm Z$ signature results from collisions between two pairs of partons producing a single $W$ and a single $Z$ boson. In the VBS analysis the $WZjj$-QCD process is a background to the $WZjj$-EW production. Interference effects between $WZjj$-QCD and $WZjj$-EW processes are expected to be negligible and are therefore not considered.

Monte Carlo simulation is used to compute the contribution from processes with at least three prompt leptons and for comparison with the data-driven estimation of the contribution from background processes with at least one misidentified lepton.

The $q\bar{q} \rightarrow ZZ^{(*)}$ processes are generated at NLO with POWHEG interfaced with PYTHIA 8.175 or at LO with SHERPA 1.4.5, which includes up to three partons in the matrix element calculation. The first sample is used in the inclusive analysis, the second in the VBS analysis. The $gg \rightarrow ZZ^{(*)}$ process is simulated with GG2ZZ at LO [51] interfaced with HERWIG [29] for the simulation of the PS and of the hadronization and JIMMY [44] for the UE.

Processes with three gauge bosons are simulated with MADGRAPH [52] interfaced with PYTHIA. The associated production of top pairs with a weak gauge boson is simulated with MADGRAPH interfaced with PHOTOS, and the associated production of a single top and a $Z$ boson is simulated with SHERPA. The total predictions of these MC samples are rescaled to match NLO predictions from Refs. [53,54] and Ref. [55], respectively.

The contribution from DPS processes is estimated using PYTHIA MC samples generated with two hard scatterings with single-boson production processes ($W$, $Z$, $\gamma$). The cross section of the DPS samples is estimated using its factorization into the product of two single scattering cross sections [56] and the effective area parameter for hard double-parton interactions recently measured by ATLAS [57].

ALPGEN [58] interfaced with JIMMY [44] and SHERPA [30] samples are used to model the $W + j$ and $Z + j$ backgrounds, respectively. Top pair production is simulated with POWHEG+PYTHIA. The $WW$ diboson production is modeled with POWHEG+PYTHIA and GG2WW+HERWIG. ALPGEN and SHERPA are used to model $W\gamma$ and $Z\gamma$ diboson production, respectively.

The set of PDF used to generate ALPGEN and MADGRAPH samples is CTEQ6L1 [59] while the CT10 [23] PDF set is used to generate all the other background samples.

VI. DATA SAMPLE AND SELECTIONS

The data set was collected in 2012 during $pp$ collisions at $\sqrt{s} = 8$ TeV. It only includes data recorded with stable beam conditions and with all relevant subdetector systems operational, and corresponds to a total integrated luminosity of 20.3 fb$^{-1}$. The absolute luminosity scale is derived from beam-separation scans performed in November 2012. The uncertainty on the integrated luminosity is 1.9% [60].

Data events are selected by requiring at least one electron or muon candidate. The electron and muon triggers impose a $p_T$ threshold of 24 GeV along with an isolation requirement on the lepton. In order to increase the efficiency for high-$p_T$ leptons, the electron and muon triggers are complemented by single-electron or single-muon triggers with no isolation requirement and with a threshold of...
60 GeV or 36 GeV, respectively. Events are required to have at least one primary vertex reconstructed from at least three tracks, where the tracks must have a $p_T$ greater than 400 MeV.

All final states with electrons, muons, and $E_T^{\text{miss}}$ from $W^\pm Z$ lepton decays are considered. In the following, the different final states are referred to as $\mu^+\mu^-\mu^\pm\mu^\mp$, $e^\pm\mu^\pm\mu^\mp$, and $e^\pm e^\pm e^\mp$. No requirement on the number of jets is applied in the inclusive analysis, while jets are explicitly required in the dedicated analysis in order to enhance the contribution from the VBS process.

### A. Object reconstruction and selection

Muon candidates are identified by tracks or track segments reconstructed in the muon spectrometer system and matched to tracks reconstructed in the inner detector [42]. The $p_T$ of the muon must be greater than 15 GeV and its $|\eta|$ less than 2.5. The ratio between the transverse impact parameter $d_0$ (with respect to the primary vertex) to its uncertainty ($d_0$ significance) must be smaller than 3, and the longitudinal impact parameter $|z_0 \cdot \sin(\theta)|$ must be less than 0.5 mm. Isolated muons are then selected with a requirement that the scalar sum of the $p_T$ of the tracks within a cone of size $\Delta R = 0.2$ around the muon, excluding the muon itself, must be less than 15% of the muon $p_T$.

Electron candidates are reconstructed from energy clusters in the calorimeter and matched to an inner detector track [40]. The lateral and transverse shapes of the cluster must be consistent with those of an electromagnetic shower. The $p_T$ of the electron must be greater than 15 GeV and the pseudorapidity of the cluster must be in the ranges $|\eta| < 1.37$ or $1.52 < |\eta| < 2.47$. The $d_0$ significance of the electron candidate must be smaller than 6 and the longitudinal impact parameter $|z_0 \cdot \sin(\theta)|$ must be less than 0.5 mm. To ensure that the electron candidate is isolated, the total transverse energy $E_T$ corrected for pileup effects, in an isolation cone of $\Delta R = 0.2$ around the electron candidate and excluding the electron itself must be less than 14% of the electron $E_T$. The scalar sum of the $p_T$ of all tracks excluding the electron track itself within the isolation cone must be less than 13% of the electron $p_T$. If an electron overlaps with a muon candidate within $\Delta R = 0.1$, the electron is rejected. This criterion mainly removes photons from final-state radiation and jets misidentified as electrons.

Jets are reconstructed using the anti-$k_t$ algorithm [61] with a radius parameter $R = 0.4$ using topological clusters of energy deposition in the calorimeter. Jets arising from detector noise or noncollision events are rejected [62]. Jets are calibrated and corrected for detector effects using a combination of simulated events and in situ methods [62–64]. The jet energies are also corrected to account for energy arising from pileup [65]. In order to reject jets from pileup, the summed scalar $p_T$ of tracks associated with both the jet and the primary vertex is required to be greater than 50% of the summed scalar $p_T$ of all the tracks associated with the jet [65]. This criterion is applied to jets with $p_T$ smaller than 50 GeV and within $|\eta| < 2.4$. The presence of jets with $p_T > 30$ GeV and a pseudorapidity $|\eta| < 4.5$ is explicitly required only in the VBS analysis. Jets overlapping with an electron or muon candidate within $\Delta R = 0.3$ are rejected.

The missing transverse momentum, $E_T^{\text{miss}}$ in the event is calculated as the negative vector sum of the transverse momentum of calibrated leptons, photons, and jets, and additional low-energy deposits in the calorimeter [66,67]. The contribution of the low-energy deposits from soft particles to the $E_T^{\text{miss}}$ is further corrected to mitigate the effect of pileup on the $E_T^{\text{miss}}$ reconstruction performance [68].

### B. Event selection

Events are required to contain at least three lepton candidates satisfying the selection criteria described above. In order to decrease the background from $ZZ$ processes, events containing four or more candidate leptons satisfying a looser $p_T$ requirement of $p_T > 7$ GeV are discarded.

To ensure that the trigger efficiency is well determined, at least one of the candidate leptons is required to have $p_T > 25$ GeV and to be geometrically matched to a lepton that triggered the event. The event must have at least one pair of leptons of the same flavor and opposite charge, with an invariant mass that is consistent with the nominal $Z$ boson mass [16] within 10 GeV. This pair is considered as a $Z$ boson candidate. If more than one pair is found, the pair whose invariant mass is closest to the nominal $Z$ boson mass is taken as the $Z$ boson candidate. The third lepton is assigned to the $W$ boson.

To reduce the $Z + j$ background, the lepton assigned to the $W$ boson is required to satisfy more stringent criteria than those required for the leptons attributed to the $Z$ boson. The $p_T$ threshold for this lepton is increased to 20 GeV. In addition, electrons must satisfy tighter identification criteria that include requirements on the transverse impact parameter with respect to the primary vertex and on the number of hits in the innermost pixel layer in order to reject photon conversions. In addition, the size of the lepton isolation cones is increased to $\Delta R = 0.3$ and the sum of the $p_T$ of the tracks in the isolation cone of the lepton must be less than 10% of the lepton $p_T$. Finally, the transverse mass of the $W$ candidate computed using the $E_T^{\text{miss}}$ and the $p_T$ of the third lepton is required to be above 30 GeV.

To select VBS event candidates, in addition to the above-mentioned selection criteria, the presence of at least two jets with $p_T$ greater than 30 GeV with an absolute value of $\eta$ less than 4.5 is required. The invariant mass of the two leading jets must be above 500 GeV, and the angular distance between all selected leptons and jets is required to be greater than 0.3.
MEASUREMENTS OF $W^\pm Z$ PRODUCTION CROSS ...

For the search of aQGC, in addition to the selection criteria applied in the VBS analysis, it is required that the difference in the azimuthal angle between the reconstructed $W$ and $Z$ directions is greater than 2 rad and that the scalar sum of the transverse momenta of the three charged leptons associated with the $W$ and $Z$ bosons is greater than 250 GeV.

VII. BACKGROUND ESTIMATION

The background sources are classified into two groups: events where at least one of the candidate leptons is not a prompt lepton (reducible background) and events where all candidates are prompt leptons (irreducible background). Candidates that are not prompt leptons are also called “misidentified” or “fake” leptons.

Events in the first group originate from $Z + j$, $Z\gamma$, $t\bar{t}$, and $WW$ production processes. This background is estimated with a data-driven method based on the inversion of a global matrix containing the efficiencies and the misidentification probabilities for prompt and fake leptons (see Sec. VII A). In the inclusive analysis, this contribution represents about half of the total backgrounds. About 2% of this background contribution arises from events with two fake leptons. The background from events with three fake leptons, e.g., from multijet processes, is negligible.

The events contributing to the second group originate from $ZZ$, $t\bar{t} + V$, $VVV$ (where $V = Z$ or $W$), $tZ(j)$ events, and DPS processes. The amount of irreducible background is estimated using MC simulations due to the low cross sections of the corresponding processes and the statistical limitations of estimates using data-driven methods. In the inclusive analysis the dominant contribution in this second group is from $ZZ$ production and represents about 70% of the irreducible background. The MC-based estimation of the $ZZ$ background is validated by comparing data and MC simulation in properly defined control regions (see Sec. VII B).

The main background in the VBS analysis originates from the processes defined as $WZjj$-QCD in Sec. VI A and amounts to $\sim$70% of the total backgrounds. The second most important background contribution arises from the $tZj$ process and amounts to $\sim$10% of the total estimated background.

Interference effects between the $WZjj$-QCD and $tZj$ background processes and the VBS signal ($WZjj$-EW) are expected to be negligible. The treatment of the $tZj$ background is further discussed in Sec. XIC. In the VBS analysis, background events due to misidentified leptons and due to $ZZ$ events amount to about 9% and 7% of the total background, respectively.

A. Background from misidentified leptons ($Z + j$, $Z\gamma$, $t\bar{t}$, $WW$)

The matrix method [69] is a data-driven method for the calculation of the reducible background which exploits the classification of the leptons as loose (L) or tight (T) candidates and the probability that a fake lepton is misidentified as a loose or tight lepton.

Three-lepton events in the $WZ$ data sample, selected as explained in Sec. VI B, but relaxing some of the lepton identification criteria, are classified into eight categories. Each category contains a number of events, $N_{\alpha\beta\gamma}$, where the first index refers always to the $W$ lepton, the second to the $Z$ leading lepton, and the third to the $Z$ trailing lepton. Each index can be L or T depending on whether the corresponding lepton met only the loose identification criteria or satisfied the tight ones. Loose leptons are leptons that survive the overlap removal criteria (as described in Sec. VI A) but do not meet the isolation criteria, while tight leptons are signal leptons as defined in Secs. VI A and VI B. These eight categories are called identification categories here. The number of events in each category, $N_{\alpha\beta\gamma}$, is measured directly in data.

The same $WZ$ data sample of three-lepton events can be decomposed in eight true categories according to the nature of each lepton as prompt or nonprompt. Each category contains a number of events, $N_{ijk}$, where each index, ordered as described above, can be R or F depending on the kind of corresponding lepton (prompt, R, or nonprompt, F). The number of events in each category $N_{ijk}$ is the result of the matrix method calculation.

The number of events, $N_{\alpha\beta\gamma}$, in each identification category is related to the number of events $N_{\alpha\beta\gamma}$ of the true categories by an $8 \times 8$ matrix expressed in terms of the probability that a prompt lepton is identified as a tight (loose) lepton, denoted here by $e$ ($\bar{e} = 1 - e$), and the probability that a fake lepton is misidentified as a tight (loose) lepton, denoted here by $f$ ($\bar{f} = 1 - f$). The matrix reduces to a $7 \times 7$ matrix since the category $N_{FFF}$ can be neglected, the number of events with three misidentified leptons being more than 2 orders of magnitude smaller than the number of those with only one misidentified lepton. The value of $f$ is small; therefore terms with order higher than two in $f$ can be neglected. It has been verified that these simplifications do not change the final result.

The matrix is inverted to obtain the number of events with at least one misidentified lepton, which represents the amount of reducible background in the $WZ$ sample, $N_{\text{reducible}}$,

$$N_{\text{reducible}} = N_{\text{TTT}}^{\text{red}} F_3 + N_{\text{TLT}}^{\text{red}} F_2 + N_{\text{LTT}}^{\text{red}} F_1 - N_{\text{TTT}}^{\text{irr}} F_2 F_3 - N_{\text{TLT}}^{\text{irr}} F_1 F_3 - N_{\text{LTT}}^{\text{irr}} F_1 F_2,$$

where $N_{\alpha\beta\gamma}^{\text{red}} = N_{\alpha\beta\gamma} - N_{\alpha\beta\gamma}^{\text{irr}}$, $F_i = \frac{f_i}{\bar{f}_i}$, and the index $i = 1, 2, 3$ refers to the $W$ lepton, the $Z$ leading lepton, and the $Z$ trailing lepton, respectively. The value of $N_{\alpha\beta\gamma}^{\text{irr}}$ is obtained by counting the number of $WZ$ events in the selected data sample with leptons satisfying the loose or tight criteria. The variable $N_{\alpha\beta\gamma}^{\text{irr}}$ represents the number of events with...
three prompt leptons in the corresponding identification category \( \alpha \beta \gamma \) and is estimated using MC simulation. The values of \( F_4 \) are measured differentially as a function of the lepton transverse momentum, using \( W + j \) or \( Z + j \) control samples taken from data for \( F_1 \) or for \( F_2 \) and \( F_3 \), respectively. The efficiencies \( e(\vec{E}) \) do not appear in Eq. (2) since they are included in the \( N_{\text{appr}}^{\text{eff}} \) term.

The control samples and the reducible background in the \( WZ \) sample are composed of events with misidentified leptons from light- or heavy-flavor jets and from photon conversions. The data-driven estimates of the \( F_1 \) factors correspond to an average value weighted by the abundance of each kind of background and may vary depending on the composition of the sample used to extract them. For this reason, data samples enriched in the different types of background have been used to verify that the background composition in the above-defined \( W + j \) and \( Z + j \) control samples is the same, within uncertainties, as in the signal region.

Other methods to assess the reducible background have been considered and provide results in good agreement with the matrix method estimation.

**B. Background from \( ZZ \) processes**

The \( ZZ \) background is estimated using MC simulation, as explained in Sec. V B. The number of expected \( ZZ \) events from POWHEG is scaled by 1.05 to account for NNLO QCD and NLO EW corrections [10,11,70]. In the VBS analysis, the scale factor used for SHERPA is taken to be 1.0 since SHERPA incorporates matrix element calculations up to three partons.

These estimations are validated by comparing the MC expectations with the event yield and several kinematic distributions of a data sample enriched in \( ZZ \) events. The \( ZZ \) control sample is selected by requiring a \( Z \) candidate meeting all the analysis selection criteria accompanied by two additional leptons of the same flavor and opposite charge, satisfying the lepton criteria described in Sec. VI A. The comparisons are performed in the above-defined control region and in a subregion where at least two jets are present in addition. In the first case, the data are compared with the predictions from POWHEG and GGZZ Monte Carlo simulations, while in the second case SHERPA and ggZZ Monte Carlo samples are used. Overall the agreement between the data and the expectations is within 1 standard deviation of the experimental uncertainty. The shapes of main kinematic variables are also found to be well described by the MC expectations.

**VIII. DETECTOR-LEVEL RESULTS**

Table II summarizes the numbers of expected and observed events together with the estimated background contributions in the inclusive analysis. Only statistical uncertainties are quoted. Systematic uncertainties affecting the predicted yields include the theoretical uncertainty on the cross sections as discussed in Sec. IV, and experimental uncertainties discussed in Sec. X. Figure 1 shows, at detector level, the momentum and the invariant mass of the \( Z \) candidate, the transverse mass of the \( W \) candidate and a transverse masslike variable of the WZ system, \( m_{T}^{WZ} \), after applying all selection criteria. The variable \( m_{T}^{WZ} \) is reconstructed as

\[
m_{T}^{WZ} = \sqrt{\left( \sum_{\ell} p_{T}^{\ell} + E_{T}^{\text{miss}} \right)^{2} - \left( \sum_{\ell} p_{x}^{\ell} + E_{x}^{\text{miss}} \right)^{2} + \left( \sum_{\ell} p_{y}^{\ell} + E_{y}^{\text{miss}} \right)^{2}}. \tag{3}
\]

| Channel | \( eee \) | \( \mu \mu \) | \( \mu \mu \) | \( \mu \mu \) | All |
|---------|---------|---------|---------|---------|
| Data    | 406     | 483     | 539     | 663     | 2091 |
| Total expected | 336.7 ± 2.2 | 410.8 ± 2.4 | 469.1 ± 2.1 | 608.2 ± 3.5 | 1824.8 ± 7.0 |
| \( WZ \) | 255.7 ± 1.1 | 337.2 ± 1.0 | 367.0 ± 1.1 | 495.9 ± 2.3 | 1455.7 ± 5.5 |
| Misid. leptons | 43.7 ± 1.9 | 32.2 ± 2.1 | 50.2 ± 1.7 | 52.8 ± 2.6 | 178.9 ± 4.2 |
| \( ZZ \) | 25.9 ± 0.2 | 26.7 ± 0.3 | 36.1 ± 0.3 | 39.5 ± 0.3 | 128.2 ± 0.6 |
| \( t\bar{t} + V \) | 5.5 ± 0.2 | 6.7 ± 0.2 | 7.2 ± 0.3 | 9.1 ± 0.3 | 28.5 ± 0.5 |
| \( tZ \) | 4.2 ± 0.1 | 5.5 ± 0.2 | 6.0 ± 0.2 | 7.7 ± 0.2 | 23.3 ± 0.3 |
| DPS | 1.2 ± 0.1 | 1.9 ± 0.1 | 1.8 ± 0.1 | 2.3 ± 0.2 | 7.2 ± 0.3 |
| VVV | 0.5 ± 0.0 | 0.7 ± 0.0 | 0.8 ± 0.0 | 0.9 ± 0.0 | 3.0 ± 0.1 |
The expectations based on MC simulation are scaled to the integrated luminosity of the data using the predicted cross sections of each sample. The POWHEG +PYTHIA MC prediction is used for the W⁺Z signal contribution. It is scaled by a global factor of 1.17 to match the measured inclusive W⁺Z cross section. The open red histogram shows the total prediction and the shaded orange band its estimated total uncertainty. The last bin contains the overflow.

The expectations based on MC simulation are scaled to the integrated luminosity of the data using the predicted cross sections of each sample. The POWHEG +PYTHIA MC prediction is used for the W⁺Z signal contribution. In Fig. 1 it is scaled by a global factor of 1.17 to match the measured inclusive W⁺Z cross section of Sec. XIA. This scaling is only used for an illustrative purpose in this figure and does not affect the measurements. Table III shows the number of expected and observed events together with the estimated background contributions for the VBS and aQGC analyses, respectively. Figure 1 indicates that the MC predictions provide a fair description of the shapes of the data distributions.

IX. CORRECTIONS FOR DETECTOR EFFECTS AND ACCEPTANCE

For a given channel $W^±Z \rightarrow \ell^±\nu\ell'^±\ell^−$, where $\ell$ and $\ell'$ are either an electron or a muon, the integrated fiducial cross section that includes the leptonic branching fractions of the $W$ and $Z$ is calculated as
Data 45

Selection VBS aQGC

Total expected 37.2 ± 1.1 4.9 ± 0.3

WZjj-EW 7.4 ± 0.2 1.1 ± 0.1

WZjj-QCD 20.8 ± 0.8 2.8 ± 0.3

tZ 3.0 ± 0.1 0.3 ± 0.0

Misid. leptons 2.5 ± 0.6 0.1 ± 0.1

ZZ 1.9 ± 0.3 0.2 ± 0.1

\( \bar{t} + V \) 1.6 ± 0.1 0.3 ± 0.0

where \( N_{\text{data}} \) and \( N_{\text{bkg}} \) are the number of observed events and the estimated number of background events, respectively, \( \mathcal{L} \) is the integrated luminosity, and \( C_{WZ} \), obtained from simulation, is the ratio of the number of selected signal events at detector level to the number of events at particle level in the fiducial phase space. This factor corrects for detector efficiencies and for QED final-state radiation effects. The contribution from \( \tau \) lepton decays, amounting approximately to 4%, is removed from the cross-section definition by introducing the term in parentheses. This term is computed using simulation, where \( N_{\tau} \) is the number of selected events in which at least one of the bosons decays into a \( \tau \) lepton and \( N_{\text{all}} \) is the number of selected WZ events with decays into any lepton.

The \( C_{WZ} \) factors for \( W^- Z \), \( W^+ Z \), and \( W^\pm Z \) inclusive processes computed with POWHEG+PYTHIA for each of the four leptonic channels are shown in Table IV.

The total cross section is calculated as

\[
\sigma_{W^\pm Z}^{\text{tot}} = \frac{\sigma_{W^\pm Z}^{\text{fid}}}{B_W B_Z A_{WZ}},
\]

where \( B_W = 10.86 \pm 0.09% \) and \( B_Z = 3.3658 \pm 0.0023% \) are the W and Z leptonic branching fractions \([16] \), respectively, and \( A_{WZ} \) is the acceptance factor calculated at particle level as the ratio of the number of events in the fiducial phase space to the number of events in the total phase space as defined in Sec. III.

A single acceptance factor of \( A_{WZ} = 0.395 \pm 0.001 \text{(stat)} \), obtained by averaging the acceptance factors computed in the \( \mu \mu \) and \( \mu \mu \) channels, is used since it has been verified that interference effects related to the presence of identical leptons in the final state, as in the \( eee \) and \( \mu \mu \) channels, are below 1%. The use of the \( eee \) and \( \mu \mu \) channels for the computation of \( A_{WZ} \) avoids the ambiguity arising from the assignment at the particle level of final-state leptons to the W and Z bosons.

The differential detector-level distributions are corrected for detector resolution and for QED FSR effects using an iterative Bayesian unfolding method \([71] \), as implemented in the ROOUNFOLD toolkit \([72] \). Three iterations were consistently used for the unfolding of each variable. The width of the bins in each distribution was chosen according to the experimental resolution and to the statistical significance of the expected number of events in each bin. For the data distributions used to extract the limits on anomalous gauge couplings, a dedicated bin optimization was performed using signal MC events, in order to reach the best sensitivity for the fitted parameters. The fraction of signal MC events reconstructed in each bin is always greater than 50% and around 60% on average.

Simulated signal events are used to obtain for each distribution a response matrix that accounts for bin-to-bin migration effects between the reconstructed-level and particle-level distributions. In the inclusive measurements, the POWHEG+PYTHIA signal sample is used since it provides a fair description of the data distributions. For the jet multiplicity differential measurement and in the VBS analysis, the SHERPA signal sample is used for the computation of the response matrix since this sample includes up to three partons in the matrix element calculation and therefore better describes the jet multiplicity of data. To build the response matrix for the unfolding of the jet multiplicity, the \( p_T \) threshold of the particle level jets, as defined in Sec. III, is set to 25 GeV. This threshold is similar to the one used in the recent measurement of the WW cross section by the ATLAS Collaboration \([73] \). A jet \( p_T \) threshold of 30 GeV, corresponding to the definition of the VBS phase space, is, however, used for the unfolding of the invariant mass spectrum of the two leading jets.

### X. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties on the integrated and differential cross sections are due to uncertainties of experimental and theoretical nature on the acceptance, on the correction procedure for detector effects, on the background estimation, and on the luminosity.
The systematic uncertainties on the $A_{WZ}$ and $C_{WZ}$ factors due to the theoretical modeling in the event generators are evaluated taking into account the uncertainties related to the choice of the PDF, of the QCD renormalization and factorization scales, and of the parton showering simulation. Uncertainties due to the choice of PDF are computed using the CT10 eigenvectors and the envelope of the differences among CT10, MSTW 2008, NNPDF 3.0, and ATLAS-epWZ12 PDF sets. QCD scale uncertainties are estimated by varying $\mu_R$ and $\mu_F$ by factors of 2 around the nominal scale $m_{WZ}/2$ with the constraint $0.5 \leq \mu_R/\mu_F \leq 2$. Uncertainties due to the choice of the parton showering model are estimated by interfacing POWHEG with either PYTHIA or HERWIG and comparing the results. These uncertainties of theoretical nature have no significant effect on the $C_{WZ}$ factors but affect the $A_{WZ}$ acceptance factor, where the dominant contribution originates from the PDF choice and is below 1.3%.

The uncertainty on the differential distributions arising from the theoretical modeling in the event generators and being propagated to the response matrix in the unfolding procedure is estimated by reweighting simulated events at particle level to the unfolded results obtained as described in Sec. IX. An alternative response matrix is defined using these reweighted MC events and is used to unfold POWHEG +PYTHIA reconstructed MC events. A systematic uncertainty is estimated by comparing this unfolded distribution to the original particle-level POWHEG+PYTHIA prediction.

The experimental systematic uncertainty on the $C_{WZ}$ factors and on the response matrix includes uncertainties on the electron energy or muon momentum scale and resolution, on the $E_T^{miss}$ scale and resolution, on the jet energy scale and resolution, as well as uncertainties on the scale factors applied to the simulation in order to reproduce the trigger, reconstruction, identification, and isolation efficiencies measured in data. The uncertainty associated with the pileup reweighting procedure is negligible. For the measurements of the $W$ charge-dependent cross sections, an uncertainty arising from the charge misidentification of leptons is also considered. It affects only electrons and leads to uncertainties of $\sim0.1\%$ on the integrated cross section combining all decay channels. The systematic uncertainties on the measured cross section are determined by repeating the analysis after applying appropriate variations for each source of systematic uncertainty to the simulated samples.

The lepton energy or momentum scale corrections are obtained from a comparison of the $Z$ boson invariant mass distribution in data and simulations, while the uncertainties on the efficiency scale factors are derived from a comparison of tag-and-probe results in data and simulations [40–42]. Uncertainties on the jet energy scale are determined from a combination of methods based on simulation and in situ techniques [62,63]. The uncertainty on the jet energy resolution is derived from a comparison of the resolutions obtained in data and in simulated dijet events [64]. The uncertainty on the $E_T^{miss}$ is estimated by propagating the uncertainties on the objects and by applying energy scale and resolution uncertainties to the calorimeter energy clusters that are not associated with a jet or an electron. The dominant contribution among the experimental systematic uncertainties in the $ee$ and $\mu\mu$ channels derives from the electron identification efficiency, being at most 2.9%, while in the $\mu\mu$ and $\mu\mu\mu$ channels it originates from the muon reconstruction efficiency and is at most 2.1%.

The uncertainty on the amount of background from misidentified leptons is estimated taking into account the statistical uncertainties on the event yields in each identification category and on the $F_i$ factors (see Sec. VII A). Uncertainties arising from the definition of the $W + j$ and $Z + j$ control samples and from their composition are also included. The former are evaluated by changing the control sample selection criteria and the latter by using a different way of computing the fake rate, which relies on a matrix method where the matrix is obtained using particle-level information.

An uncertainty of 7% on the amount of $ZZ$ background is evaluated as the difference between the predicted and measured numbers of $ZZ$ events in the defined control regions. The uncertainty arising from other kinds of irreducible backgrounds is evaluated by propagating the uncertainty on their MC cross section which are estimated to be 30%, 15%, and 50% for $t\bar{t} + V$, $t\bar{t}$, and DPS processes, respectively.

<table>
<thead>
<tr>
<th>Source</th>
<th>$ee$</th>
<th>$\mu\mu$</th>
<th>$\mu\mu\mu$</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$ energy scale</td>
<td>0.8</td>
<td>0.4</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>$\epsilon$ id. efficiency</td>
<td>2.9</td>
<td>1.8</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$\mu$ momentum scale</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>$\mu$ id. efficiency</td>
<td>0.0</td>
<td>0.7</td>
<td>1.3</td>
<td>2.0</td>
</tr>
<tr>
<td>$E_T^{miss}$ and jets</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Trigger</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Misid. leptons background</td>
<td>2.9</td>
<td>0.9</td>
<td>3.1</td>
<td>0.9</td>
</tr>
<tr>
<td>ZZ background</td>
<td>0.6</td>
<td>0.5</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>Other backgrounds</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Uncorrelated</td>
<td>0.7</td>
<td>0.6</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Total systematics</td>
<td>4.5</td>
<td>2.6</td>
<td>3.7</td>
<td>2.5</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td>Statistics</td>
<td>6.2</td>
<td>5.4</td>
<td>5.3</td>
<td>4.7</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>8.0</strong></td>
<td><strong>6.3</strong></td>
<td><strong>6.8</strong></td>
<td><strong>5.7</strong></td>
</tr>
</tbody>
</table>
The uncertainty on the unfolding procedure arising from the limited number of events in the simulation is estimated using pseudoexperiments.

The uncertainty on the integrated luminosity [74] is applied to the signal normalization as well as to all background contributions that are estimated using MC simulations. It results in an effect of 2.2% on the measured cross sections.

The overall uncertainty on the single-channel \( W^{\pm}Z \) fiducial cross section varies from approximately 6% to 8%. Table V shows the statistical and main systematic uncertainties on the \( W^{\pm}Z \) fiducial cross section for each of the four channels and for their combination.

**XI. CROSS-SECTION MEASUREMENTS**

**A. Integrated cross sections**

The measured fiducial cross sections in the four channels are combined using the measured total event yields and statistical procedure based on the minimization of a negative log-likelihood function that accounts for correlations between the sources of systematic uncertainty affecting each channel [75]. The systematic uncertainties are included in the likelihood function as nuisance parameters. The combination of the \( W^{\pm}Z \) cross sections in the fiducial phase space yields a \( p \)-value of 48%, and the combinations of \( W^{+}Z \) and \( W^{-}Z \) cross sections yield \( p \)-values of 15% and 26%, respectively.

The \( W^{\pm}Z \) production cross section in the detector fiducial region resulting from the combination of the four channels including the \( W \) and \( Z \) branching ratio in a single leptonic channel with muons or electrons is

\[
\sigma_{W^{\pm}Z\to l^+l^-l^\pm l^\mp}^{\text{fid}} = 35.1 \pm 0.9(\text{stat}) \pm 0.8(\text{sys}) \pm 0.8(\text{lumi}) \text{ fb},
\]

where the uncertainties correspond to statistical, systematic, and luminosity uncertainties, respectively. The measurement is to be compared to the SM expectation of 30.0 \( \pm 2.1 \) fb from POWHEG+PYTHIA, as discussed in Sec. IV. The measured \( W^{\pm}Z \) production cross sections are compared to the SM NLO prediction from POWHEG +PYTHIA in Fig. 2 and all results for \( W^{\pm}Z \), \( W^{+}Z \), and \( W^{-}Z \) final states are reported in Table VI.

The measured cross section is larger than the quoted SM prediction. However, the SM prediction, which is at NLO accuracy in perturbative QCD, is highly sensitive to the choice of renormalization scale \( \mu_R \). In addition, new perturbative effects appearing at NNLO could enhance the SM prediction compared to the NLO calculation. Indeed, for the other diboson final states \( ZZ, WW, Z\gamma \),

**TABLE VI.** Fiducial integrated cross section in fb, for \( W^{\pm}Z \), \( W^{+}Z \), and \( W^{-}Z \) production, measured in each of the eee, \( e\mu\mu \), and \( \mu\mu\mu \) channels and all four channels combined. The statistical (\( \delta_{\text{stat}} \)), total systematic (\( \delta_{\text{sys}} \)), luminosity (\( \delta_{\text{lumi}} \)), and total (\( \delta_{\text{tot}} \)) uncertainties are given in percent.

<table>
<thead>
<tr>
<th>Channel</th>
<th>( \sigma_{W^{\pm}Z\to l^+l^-l^\pm l^\mp}^{\text{fid}} ) fb</th>
<th>( \delta_{\text{stat}} ) [%]</th>
<th>( \delta_{\text{sys}} ) [%]</th>
<th>( \delta_{\text{lumi}} ) [%]</th>
<th>( \delta_{\text{tot}} ) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>e\textsuperscript{+}ee</td>
<td>38.1</td>
<td>6.2</td>
<td>4.5</td>
<td>2.2</td>
<td>8.0</td>
</tr>
<tr>
<td>( \mu\textsuperscript{+}ee )</td>
<td>36.3</td>
<td>5.4</td>
<td>2.6</td>
<td>2.2</td>
<td>6.3</td>
</tr>
<tr>
<td>e\textsuperscript{+}( \mu\mu )</td>
<td>35.7</td>
<td>5.3</td>
<td>3.7</td>
<td>2.2</td>
<td>6.8</td>
</tr>
<tr>
<td>( \mu\mu\mu )</td>
<td>33.3</td>
<td>4.7</td>
<td>2.5</td>
<td>2.2</td>
<td>5.7</td>
</tr>
<tr>
<td>Combined</td>
<td>35.1</td>
<td>2.7</td>
<td>2.4</td>
<td>2.2</td>
<td>4.2</td>
</tr>
<tr>
<td>SM expectation</td>
<td>30.0</td>
<td>. .</td>
<td>. .</td>
<td>. .</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e\textsuperscript{+}ee</td>
<td>22.6</td>
<td>8.0</td>
<td>4.4</td>
<td>2.2</td>
<td>9.4</td>
</tr>
<tr>
<td>( \mu\textsuperscript{+}ee )</td>
<td>23.9</td>
<td>6.5</td>
<td>2.5</td>
<td>2.2</td>
<td>7.3</td>
</tr>
<tr>
<td>e\textsuperscript{+}( \mu\mu )</td>
<td>19.9</td>
<td>7.2</td>
<td>3.5</td>
<td>2.2</td>
<td>8.3</td>
</tr>
<tr>
<td>( \mu\mu\mu )</td>
<td>19.8</td>
<td>6.0</td>
<td>2.5</td>
<td>2.2</td>
<td>6.8</td>
</tr>
<tr>
<td>Combined</td>
<td>21.2</td>
<td>3.4</td>
<td>2.3</td>
<td>2.2</td>
<td>4.6</td>
</tr>
<tr>
<td>SM expectation</td>
<td>18.8</td>
<td>. .</td>
<td>. .</td>
<td>. .</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e\textsuperscript{−}ee</td>
<td>15.4</td>
<td>9.8</td>
<td>5.0</td>
<td>2.3</td>
<td>11.2</td>
</tr>
<tr>
<td>( \mu\textsuperscript{−}ee )</td>
<td>12.4</td>
<td>9.5</td>
<td>3.1</td>
<td>2.3</td>
<td>10.3</td>
</tr>
<tr>
<td>e\textsuperscript{−}( \mu\mu )</td>
<td>15.7</td>
<td>8.0</td>
<td>4.2</td>
<td>2.3</td>
<td>9.2</td>
</tr>
<tr>
<td>( \mu\mu\mu )</td>
<td>13.4</td>
<td>7.5</td>
<td>2.8</td>
<td>2.3</td>
<td>8.3</td>
</tr>
<tr>
<td>Combined</td>
<td>14.0</td>
<td>4.3</td>
<td>2.8</td>
<td>2.3</td>
<td>5.6</td>
</tr>
<tr>
<td>SM expectation</td>
<td>11.1</td>
<td>. .</td>
<td>. .</td>
<td>. .</td>
<td>8.9</td>
</tr>
</tbody>
</table>
and $W\gamma$ NNLO calculations have recently become available [70,76-78], and in all cases the NNLO corrections were found to be positive and larger than the uncertainty on the NLO calculation estimated by the conventional independent up and down variations of $\mu_R$ and $\mu_F$ by a factor of 2.

The ratio of $W^+Z$ to $W^-Z$ production cross sections is also measured in the fiducial phase space and yields

$$\frac{\sigma_{W^+Z}^{\text{fid}}}{\sigma_{W^-Z}^{\text{fid}}} = 1.51 \pm 0.08(\text{stat}) \pm 0.01(\text{sys}) \pm 0.01(\text{lumi}).$$

Most of the systematic uncertainties cancel in the ratio, and the measurement is dominated by the statistical uncertainty. The measured cross-section ratios, for each channel and for their combination, are compared in Fig. 3 to the SM expectation of $1.69 \pm 0.07$, calculated with POWHEG+PYTHIA and the CT10 PDF set. The use of the ATLAS-epWZ12 PDF set instead of CT10 changes the SM prediction to 1.63, indicating the sensitivity of the ratio $\sigma_{W^+Z}^{\text{fid}}/\sigma_{W^-Z}^{\text{fid}}$ to the PDFs. The total uncertainty of the present measurement is of the same order of magnitude as the estimated uncertainties in the PDF and the SM prediction.

Finally, the combined fiducial cross section is extrapolated to a total phase space, defined by requiring that the invariant mass of the lepton pairs associated with the $Z$ boson decay be in the range $66 < m_Z < 116$ GeV. The result is

$\sigma_{W^+Z}^{\text{fid}} = \ldots$
The $W^\pm Z$ production cross section is measured as a function of the transverse momentum of the $Z$ and $W$ boson, $p_T^Z$ and $p_T^W$ (Fig. 4), as a function of the transverse mass of the $W^\pm Z$ system $m_{T}^{WZ}$ (Fig. 5), as a function of the $p_T$ of the neutrino associated with the decay of the $W$ boson, $p_T^\nu$, and as a function of the absolute difference between the rapidities of the $Z$ boson and the lepton from the decay of the $W$ boson, $|y_Z - y_{\nu, W}|$ (Fig. 6).

The differential cross sections as a function of the transverse momenta of the neutrino or of the lepton from the $W$ decay are interesting because of their sensitivity to the polarization of the $W$ boson. Experimentally, given the fiducial phase space of the measurement, the $p_T^\nu$ observable has the advantage of probing lower transverse momenta than the transverse momentum of the lepton from the $W$ boson decay, $p_T^{e, W}$, which is restricted to values above 20 GeV. Therefore, despite the worse experimental resolution for the reconstruction of $p_T^\nu$ compared to $p_T^{e, W}$, $p_T^\nu$ could be more sensitive to polarization effects.

In order to derive the $p_T^\nu$ from data events, the assumption is made that the whole $E_{T}^{\text{miss}}$ of events arises from the neutrino of the $W$ boson decay. Using MC samples, this assumption was verified to be valid for SM $WZ$ events. The observed $E_{T}^{\text{miss}}$ distribution is therefore unfolded to $p_T^\nu$ using $WZ$ MC events.

Previously, no observable related to decay angles of final-state particles had been measured for $WZ$ events. The rapidity correlations between the $W$ and $Z$ decay products have been found to be useful tools in searching for the approximately zero $WZ$ helicity amplitudes expected at LO in the SM or for aTGC [7,8]. These rapidity correlations are also sensitive to QCD corrections, PDF effects, and polarization effects of the $W$ and $Z$ bosons. The rapidity difference between the $W$ and $Z$ bosons, $|y_Z - y_W|$, is a boost-invariant substitute for the center-of-mass scattering angle $\theta$ of the $W$ with respect to the direction of the incoming quark. Since the rapidity of the $W$ boson cannot be uniquely reconstructed due to the presence of the neutrino, the rapidity of the lepton from the $W$ boson decay is used. Therefore the rapidity difference $|y_Z - y_{\nu, W}|$ is measured instead of $|y_Z - y_W|$.

The $W^\pm Z/W^{-}Z$ ratio of the production cross sections is also measured as a function of $p_T^\nu$, $p_T^{W}$, $m_{T}^{WZ}$, $p_T^l$, and $|y_Z - y_{\nu, W}|$ and presented in Figs. 7, 8, and 9.

The measured differential cross sections are compared to the predictions from the POWHEG+PYTHIA MC generator, which uses the CT10 PDF set and dynamic QCD scales of $\mu_F = \mu_R = m_{WZ}/2$. The theoretical uncertainties on the differential predictions from POWHEG+PYTHIA arise from the choice of PDF set and QCD scales and are evaluated as explained in Sec. IV. The total uncertainty on the theoretical predictions is estimated as the linear sum of the PDF, parton shower, QCD scale, and EW correction uncertainties, following the recommendations of Ref. [27].
cross-section distributions are also compared to predictions from the MC@NLO and SHERPA MC event generators. Fair agreement of the shapes of measured distributions of inclusive cross sections and $W^+Z$/$W^-Z$ cross section ratios with the different MC predictions is observed. However, the precision of SM predictions of $W^\pm Z$ production is limited to NLO and LO accuracy for perturbative QCD and EW effects, respectively. New effects of higher perturbative orders could therefore potentially affect the present SM predictions, beyond the presently estimated theoretical.

**FIG. 6.** The measured $W^\pm Z$ differential cross section in the fiducial phase space as a function of (a) $p_T^Z$ and (b) $|y_Z - y_{Z,W}|$. The inner and outer error bars on the data points represent the statistical and total uncertainties, respectively. The measurements are compared to the prediction from POWHEG+PYTHIA (red line; see text for details). The orange band represents its total theoretical uncertainty and the hatched red area the part of the theoretical uncertainty arising from the PDF and shower uncertainties. The predictions from the MC@NLO and SHERPA MC generators are also indicated by dashed and dot-dashed lines, respectively. The SHERPA prediction is rescaled to the integrated cross section predicted by POWHEG+PYTHIA. The right $y$ axis in (a) refers to the last cross-section point, separated from the others by a vertical dashed line, as this last bin is integrated up to the maximum value reached in the phase space.

**FIG. 7.** The ratio of the $W^+Z$ and $W^-Z$ differential cross sections in the fiducial phase space as a function of (a) $p_T^Z$ and (b) $p_T^W$. The inner and outer error bars on the data points represent the statistical and total uncertainties, respectively. The measurements are compared to the prediction from POWHEG+PYTHIA (red line; see text for details). The orange band represents its total theoretical uncertainty, which is dominated by the PDF uncertainty. The predictions from the MC@NLO and SHERPA MC generators are also indicated by dashed and dot-dashed lines, respectively.
uncertainties. From the $p_T^\nu$ differential cross section in Fig. 6(a) we observe that the global excess of the measured integrated cross section compared to the POWHEG+PYTHIA prediction seems to be related to the region with $p_T^\nu < 50$ GeV, this difference being more pronounced for $p_T^\nu < 30$ GeV for $W^-Z$ events as seen in the first bin of Fig. 9(a).

The exclusive multiplicity of jets unfolded at particle level is presented in Fig. 10. This distribution uses the same jet definition as for the VBS analysis (see Sec. VI A) but with a lower jet $p_T$ threshold of 25 GeV at detector and at particle level. The measurement is compared with predictions from SHERPA and POWHEG+PYTHIA. The SHERPA prediction provides a good description of the measured jet multiplicity while this is not the case for POWHEG+PYTHIA and MC@NLO. Moreover, the ratio of 0-jet to 1-jet event cross sections predicted by POWHEG+PYTHIA is lower than predicted by SHERPA and than measured in data. Finally, the measured $W^-Z$ differential cross section as a function of the invariant mass, $mjj$, of the two leading jets with $p_T > 30$ GeV is presented in Fig. 11. The measurement is better described by the SHERPA prediction, which includes the sum of $WZjj$-QCD and $Wjjj$-EW contributions. The contribution of $WZjj$-EW events, which is increasing at higher $mjj$, is exemplified in the figure.

C. Limits on vector boson scattering production

This part of the analysis aims to study $WZjj$-EW production, which includes VBS and $t\bar{t}Zj$ processes. The latter process results from a $t$-channel exchange of a $W$ boson between a $b$ and a $u$ quark giving a final state with a $t$ quark, a $Z$ boson, and a light quark jet, but does not exhibit diagrams with gauge boson couplings. Its contribution in the SHERPA $WZjj$-EW sample is disentangled from the VBS part, considered in this paper as the signal, with a splitting procedure relying on the presence of $b$ quarks at generator level. Interference effects between the signal and the $t\bar{t}Zj$ process are expected to be negligible. Since the $b$-tagged sample, enriched in $t\bar{t}Zj$ events, still contains a small fraction ($\sim 5\%$) of signal events from the scattering of the initial-state $b$ quark, two results with or without subtraction of the $t\bar{t}Zj$ contribution, are provided.

Given a too-low expected statistical significance for a cross-section measurement, the experimental result is
production of events corresponds to a cross section for \( WZjj \) in the VBS phase space, the number of observed data events is integrated up to the maximum value reached in the phase space. The ANOMALOUS TRIPLE GAUGE COUPLINGS

To extract the aTGC, two model-independent parametrizations of possible effects beyond the SM are followed. The first makes use of an effective Lagrangian describing the WWZ vertex and includes only terms that separately conserve the charge conjugation (C) and parity (P) quantum numbers \([79,80]\). The deviation of the vector boson couplings from the SM predicted values are introduced as form factors depending on the partonic center-of-mass energy, \( s \), and are presented in Table VII. Similar upper limits on the \( \sigma_{\text{fid}}^{WZ} \) production cross section are measured in the aQGC phase space and shown in Table VII. The measured upper cross-section limits are reported as an upper limit at 95% C.L. on the expected limit for the SM expectation of \( \sigma_{\text{fid}}^{WZ} \). The ratio to Sherpa is rescaled to the integrated cross section predicted by POWHEG +PYTHIA. The right axis refers to the last cross section point, separated from the others by a vertical dashed line, as this last bin is integrated up to the maximum value reached in the phase space.

FIG. 10. The measured \( W^\pm Z \) differential cross section in the fiducial phase space as a function of the exclusive jet multiplicity of jets with \( p_T > 25 \) GeV. The inner and outer error bars on the data points represent the statistical and total uncertainties, respectively. The measurements are compared to the prediction from SHERPA (red line), POWHEG+PYTHIA (dashed blue line), and MC@NLO (dot-dashed violet line). The SHERPA prediction is separated from the others by a vertical dashed line, as this last bin is integrated up to the maximum value reached in the phase space.

FIG. 11. The measured \( W^\pm Z \) differential cross section as a function of the invariant mass of the two leading jets with \( p_T > 30 \) GeV. The inner and outer error bars on the data points represent the statistical and total uncertainties, respectively. The measurements are compared to the prediction from SHERPA (red line), which includes both the \( WZjj \) processes, POWHEG+PYTHIA (dashed blue line) and MC@NLO (dot-dashed violet line). The part of the SHERPA prediction corresponding to \( WZjj \) events is also represented by a dashed red line. In the bottom panel the dashed red line therefore corresponds to the \( WZjj \) fraction of the total SHERPA prediction. The right y axis refers to the last cross section point, separated from the others by a vertical dashed line, as this last bin is integrated up to the maximum value reached in the phase space.

Without effects not described by the SM, the anomalous terms cause a violation of the unitarity bound in the interaction amplitudes. To prevent this violation, the anomalous couplings are introduced as dimensionless anomalous couplings \( \Delta \kappa^Z \), \( \Delta g_f^Z \), and \( \lambda^Z \).

The second parametrization is based on an effective field theory (EFT) in which the particle content of the SM is not changed and the theory is extended by adding to the SM Lagrangian a linear combination of operators of mass
The effective field theory allows the anomalous couplings to be reinterpreted in terms of the EFT parameters, $c_i/Λ^2(i = WWW, W, B)$ [83]. For this reason the two parametrizations can be considered equivalent. They are both used in this analysis because the first allows a comparison with previous analyses and the second is a flexible way of parametrizing effects beyond the SM in a model-independent way. Therefore, the free parameters considered in this analysis are $Δκ^2$, $Δg^2$, and $λ^2$ or $c_i/Λ^2(i = WWW, W, B)$.

The presence of aTGC would affect the $W^±Z$ integrated cross section and manifest itself as an increased yield of events at high values of $p_T^Z$ or $m_W^Z$. Limits on the aTGC are extracted from the $m_W^Z$ differential distribution at detector level, as presented in Fig. 12. The $m_W^Z$ distribution is expected to be less sensitive to higher-order QCD and EW effects in perturbation theory (as discussed in Sec. IV). For this reason it has smaller theoretical uncertainties than the $p_T^Z$ distribution at high values and provides more stringent expected limits, as proven by a dedicated MC study.

The MC event generator MC@NLO is used to generate $W^±Z$ events and to compute, for each event, a set of

### TABLE VIII. Expected and observed one-dimensional 95% C.L. intervals on the anomalous coupling parameters.

<table>
<thead>
<tr>
<th>$Λ_{\text{ee}}$</th>
<th>Coupling</th>
<th>Expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 TeV</td>
<td>$Δg^2_i$</td>
<td>$[-0.023; 0.055]$</td>
<td>$[-0.029; 0.050]$</td>
</tr>
<tr>
<td></td>
<td>$Δκ^2_i$</td>
<td>$[-0.22; 0.36]$</td>
<td>$[-0.23; 0.46]$</td>
</tr>
<tr>
<td></td>
<td>$λ^2$</td>
<td>$[-0.026; 0.026]$</td>
<td>$[-0.028; 0.028]$</td>
</tr>
<tr>
<td>15 TeV</td>
<td>$Δg^2_i$</td>
<td>$[-0.016; 0.033]$</td>
<td>$[-0.019; 0.029]$</td>
</tr>
<tr>
<td></td>
<td>$Δκ^2_i$</td>
<td>$[-0.17; 0.25]$</td>
<td>$[-0.19; 0.30]$</td>
</tr>
<tr>
<td></td>
<td>$λ^2$</td>
<td>$[-0.016; 0.016]$</td>
<td>$[-0.017; 0.017]$</td>
</tr>
<tr>
<td>$∞$</td>
<td>$Δg^2_i$</td>
<td>$[-0.016; 0.032]$</td>
<td>$[-0.019; 0.029]$</td>
</tr>
<tr>
<td></td>
<td>$Δκ^2_i$</td>
<td>$[-0.17; 0.25]$</td>
<td>$[-0.19; 0.30]$</td>
</tr>
<tr>
<td></td>
<td>$λ^2$</td>
<td>$[-0.016; 0.016]$</td>
<td>$[-0.016; 0.016]$</td>
</tr>
</tbody>
</table>
weights that are employed to reweight the SM sample to any chosen value of the anomalous couplings, or EFT coefficients. With this procedure, expected \( m_{WZ} \) distributions are obtained for different values of the anomalous couplings, or EFT coefficients. This reweighting procedure is validated by comparing the SM sample reweighted to a given set of \( aTGC \) values with a sample generated using the same set of \( aTGC \) values. A global systematic uncertainty of 10% across all \( m_{WZ} \) bins was included in the \( aTGC \) limit extraction procedure to account for the reweighting method.

Frequentist confidence intervals on the anomalous coupling are computed by forming a profile likelihood test that incorporates the observed and expected numbers of signal events in each bin of the \( m_{WZ} \) distribution for different values of the anomalous couplings. The systematic uncertainties are included in the likelihood function as nuisance parameters.

Table VIII presents the observed and expected one-dimensional intervals at 95% C.L. on \( \Delta \kappa_Z \), \( \Delta g_{gZ}^1 \), and \( \lambda_Z^1 \) with the cutoff scale \( \Lambda_{co} = 2 \) TeV, \( \Lambda_{co} = 15 \) TeV, and \( \Lambda_{co} = \infty \) (no cutoff). Each limit is obtained by setting the other two couplings to the SM value. The \( \Lambda_{co} \) value of

FIG. 13. Expected and observed 95% C.L. limit contours for \( \Lambda_{co} \to \infty \) in the planes (\( \Delta \kappa_Z \), \( \Delta g_{gZ}^1 \)), (\( \Delta g_{gZ}^1 \), \( \lambda_Z^1 \)), and (\( \Delta \kappa_Z \), \( \lambda_Z^1 \)). The solid and dashed lines in the figures represent the observed and expected limits, respectively. The regions outside the black contours are excluded. The green and yellow bands correspond to the 1\( \sigma \) and 2\( \sigma \) uncertainty on the expected limit, respectively. The vertical and horizontal lines represent the 95% C.L. one-dimensional limits calculated separately.

FIG. 14. Comparison of one-dimensional limits at 95% C.L. on the anomalous coupling parameters using a cutoff scale of \( \Lambda_{co} = 2 \) TeV and obtained from the analysis of \( W^+Z \) events by the ATLAS [3], D0 [84], and CDF experiments [1].
15 TeV is the largest form factor scale that can preserve unitarity for all aTGC in this analysis. Expected and observed 95% C.L. limit contours in the planes (Δκ^2, Δg_i^2), (Δg_i^2, λ_i^2), and (Δκ^2, λ_i^2) are shown in Fig. 13. For each of the contours, the third parameter is set to the SM value and the limits are derived without any cutoff.

Table IX presents the observed and expected one-dimensional intervals at 95% C.L. on the EFT parameters expected and observed in data.

### Table IX. One-dimensional intervals at 95% C.L. on the EFT parameters expected and observed in data.

<table>
<thead>
<tr>
<th>EFT coupling</th>
<th>Expected [TeV^{-2}]</th>
<th>Observed [TeV^{-2}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_W/Λ^2</td>
<td>[-3.7; 7.6]</td>
<td>[-4.3; 6.8]</td>
</tr>
<tr>
<td>c_B/Λ^2</td>
<td>[-270; 180]</td>
<td>[-320; 210]</td>
</tr>
<tr>
<td>c_WWW/Λ^2</td>
<td>[-3.9; 3.8]</td>
<td>[-3.9; 4.0]</td>
</tr>
</tbody>
</table>

**XIII. ANOMALOUS QUARTIC GAUGE COUPLINGS**

To extract limits on aQGC, the EFT approach introduced in the previous section is used. Several ways of parametrizing possible deviations with respect to the SM exist. In this analysis, the choice is to express the deviation using two parameters α_4 and α_5 following existing notations [49,85–87]. They are the coefficients of the two linearly independent dimension-four operators contributing to the quartic gauge couplings beyond the SM.

The whizard event generator is used to compute the ratio in the aQGC fiducial phase space, at particle level, of the expected fiducial cross section for different values of α_4 and α_5, to the SM cross section. Whizard includes a unitarization scheme in order to ensure the unitarity of the scattering amplitude, which would be violated for values of the quartic gauge couplings different from the SM value.

These ratios are multiplied by the SM fiducial cross section estimated with sherpa to obtain the predicted fiducial cross sections as a function of α_4 and α_5. The sherpa MC generator is used as the reference SM generator for the sake of consistency with the VBS cross-section limit measurement of Sec. XIV and with a previous search for aQGC using W^±W^±jj events [88]. The expected fiducial cross sections include only the VBS part of the WZjj-EW process.

Distributions for the variables |Δφ(W,Z)| and ∑|p_T^f| that are used to select events in the aQGC fiducial phase space are shown in Fig. 15 for events passing the VBS phase space selection. The change of the shape of these distributions when one of the aQGC parameters has a nonzero value is also shown. After correcting for the selection efficiency, the measured fiducial cross section in the aQGC phase space is used to set limits on the aQGC. The selection efficiency is estimated to be ≈70% and found to be constant over the considered α_4 and α_5 values, within the MC statistical uncertainties. Limits are obtained as for the aTGC limits of Sec. XII from a profile likelihood method that incorporates the systematic uncertainties. The expected and observed two-dimensional limit contours at 95% C.L. on α_4 and α_5 are shown in Fig. 16.
FIG. 16. Expected and observed 95% C.L. limit contours on aQGC parameters $\alpha_4$ and $\alpha_5$. The solid and dashed lines in the figures represent the observed and expected limits, respectively. The regions outside the black contours are excluded. The green and yellow bands correspond to the 1$\sigma$ and 2$\sigma$ uncertainty on the expected limit, respectively. The expected exclusion contour from an analysis by the ATLAS Collaboration using $W^\pm W^\pm jj$ events [88] is indicated by the dotted line.

With a total experimental relative uncertainty of 4.2%, a precision better than presently available from theoretical predictions is reached. The measured cross section is found to be slightly larger than the NLO SM prediction. A comparison to a prediction incorporating full NNLO QCD effects would therefore be very interesting.

Furthermore, the $W^\pm Z$ production cross section is measured as a function of each of several kinematic variables and compared to SM predictions of the POWHEG+PYTHIA, MC@NLO, and SHERPA Monte Carlo event generators.

The ratio of the cross sections for $W^+Z$ and $W^-Z$ production is measured. Integrated over the detector fiducial phase space it is $\sigma_{W^\pm Z-\ell^+\ell^-\ell^+\ell^-}^{\text{fid}} / \sigma_{W^\pm Z-\ell^+\ell^-\ell^+\ell^-}^{\text{exp}} = 1.51 \pm 0.11$ to be compared to the NLO SM expectation of $1.69 \pm 0.07$. The differential evolution of this cross-section ratio as a function of each of a few kinematic variables is also measured and compared to available SM predictions.

The transverse mass spectrum of the $W^\pm Z$ system is used to search for anomalous triple gauge boson couplings and limits on $\Delta k^2$, $\Delta g_1^2$, and $\lambda^2$ are derived. With an improvement by a factor of about 2 compared to previously existing constraints, these are the most stringent model-independent limits on WWZ anomalous couplings to date. Results are also interpreted as limits on the $c_{W}/\Lambda^2$, $c_{B}/\Lambda^2$, and $c_{WWZ}/\Lambda^2$ coefficients of the EFT parametrization.

Finally, events with a $W$ and a $Z$ boson associated with two or more forward jets have been analyzed and an upper limit at 95% C.L. on the $W^\pm Z$ scattering cross section of 0.63 fb for one leptonic decay channel has been established. Limits on anomalous quartic gauge boson couplings have also been extracted.

For $W^\pm Z$ production, the measurements presented here are the most precise and complete to date and have the potential to further constrain existing Standard Model theoretical predictions, which are presently only available at next-to-leading order in QCD.
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