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Abstract

With the increased dependence on software, there is a pressing need for engineering long-lived software. As architectures have a profound effect on the life-span of the software and the provisioned quality of service, stable architectures are significant assets. Architectural stability tends to reflect the success of the system in supporting continuous changes without phasing-out. For self-adaptive architectures, the behavioural aspect of stability is essential for seamless operation, to continuously keep the provision of quality requirements stable and prevent unnecessary adaptations that will risk degrading the system. In this paper, we introduce a systematic approach for analyzing and modelling architectural stability. Specifically, we leverage architectural concerns and viewpoints to explicitly analyze stability attributes of the intended behaviour. Due to the probabilistic nature of systems’ behaviour, stability modeling is based on a probabilistic relational model for knowledge representation of stability multiple viewpoints. The model, empowered by the quantitative analysis of Bayesian networks, is capable to conduct runtime inference for reasoning about stability under runtime uncertainty. To illustrate the applicability and evaluate the proposed approach, we consider the case of cloud architectures. The results show that the approach increases the efficiency of the architecture in keeping the expected behaviour stable during runtime operation.
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1. Introduction

Modern software systems are increasingly operating in highly open and dynamic environments [1]. Subsequently, self-adaptation has widely emerged for
engineering modern software systems to achieve the necessary level of dynam-
5  icity and scalability [2]. For a quick response to runtime changes, systems au-
10  tonomously and dynamically adapt their architectures, in order to regulate the
satisfaction of functional and quality requirements [3] [4]. Self-adaptive archi-
15  tectures are built with self-managing and controlling capabilities following the
principles of autonomic computing, to respond to changes in user requirements
and the execution environment, as well as to cope with uncertainty in runtime
10  operation [5].

As architectures have a profound effect on the life-span of the software and
the quality of service (QoS) provision [6] [7], the architecture’s behaviour tends
to reflect the success of the system in constantly provisioning end-users' require-
15  ments, as well as supporting and tolerating continuous changes and evolution
over time. We argue that architectural stability manifests itself as an archi-
tectural property necessary for the operation of self-adaptive software, their
dependability and long-livety over time [8]. To leverage the capabilities of self-
20  adaptive systems, it is necessary to consider behavioural stability to ensure that
the architecture’s intended behaviour is provisioned during runtime operation.

An extensive literature survey [9] has revealed that the stability property
has been considered at different levels (e.g. code, whole program, design, ar-
25  chitecture levels) and with respect to several aspects (e.g. logical, structural,
physical). This implies many different interpretations for considering stability
as a quality attribute. At the architecture level, stability has been viewed as
the ability to endure with changes in requirements and the environment, while
20  reducing the likelihood of architectural drifting and phasing-out, by avoiding
ripple structural modifications (over two or more versions the software) [10]
11. That is an evolutionary perspective in considering stability, i.e. evolving
the system through a number of releases [12]. Meanwhile, dynamic changes,
which occur while the system is in operation, require quick and dynamic adap-
30  tations during runtime [12]. This calls for an operational perspective of stability
that is fundamental for self-adaptive software architectures, to ensure seamless
operation.

Even though adaptation mechanisms have been widely investigated in the
engineering of dynamic software systems, stability was not explicitly tackled [13].
The shortcoming of current software engineering practice regarding stability is
35  that the stable provision of certain quality attributes essential for end-users
(e.g. response time for real-time systems) is not explicitly considered in the
adaptation decision taken during runtime. Besides, the adaptation process does
not address the adaptation properties that affect the quality of adaptation. An
adaptation indefinitely repeating the action or making frequent adaptations will
40  risk not improving or even degrading the system’s behaviour to unacceptable
levels [13] [14]. The challenge we address in this paper is how to systematically
handle architectural stability as a behavioural aspect during the runtime oper-
45  ation of the system, so that the system can be seamlessly adapted and ensure
a constant provision of the intended services. A stable self-adaptive archi-
tecture is expected to keep the fulfilment of QoS objectives stable, while performing
adaptations that converge towards these objectives and eliminating unnecessary
To address this challenge, we propose a new systematic approach for analysing and modelling architectural stability, focusing on the behavioural aspect during runtime. The analysis model aims to capture stability dimensions, stakeholders’ concerns for stability and related attributes. Given the non-deterministic behaviour of the systems, modelling stability is based on probabilistic relational model for knowledge representation of stability multiple viewpoints and related attributes. The mathematical model empowers the quantitative analysis of Bayesian networks for modelling dynamic impact and correlation assessment among stability attributes and analysing associated trade-offs. This approach can effectively conduct runtime inference to reason about stability attributes given the continuous runtime uncertain changes. Such reasoning improves the quality of adaptation for achieving the intended behaviour and supporting seamless operation. The approach for considering stability shall be an integral part of self-adaptive software systems runtime operation to ensure effectiveness and long-term use.

The main contributions of our work are as follows.

- We propose a model for analysing stability based on architectural concerns and viewpoints. Stability viewpoints frame the stakeholders’ concerns for the system’s behaviour along with the dimensions of stability that reflect the architecture type. Stability attributes are, then, defined to present the details of the intended behaviour needed to be kept stable.

- We mathematically model the non-deterministic behaviour of stability attributes using probabilistic modelling. We present the interdependencies between stability attributes using probabilistic relational model. Based on that, we quantitatively measure the strengths of dependence relations and sensitivity among stability attributes, and construct the Bayesian network using observed data. With the help of Bayesian networks, we conduct runtime inference to measure the probable effect of stability attributes for reasoning about the whole architecture’s behaviour under runtime uncertainty.

- We introduce a systematic approach for considering stability as an architectural property. The approach consists of three subsequent main phases: (i) stability analysis aims at building the stability qualitative model that analyses and presents the intended behaviour, (ii) stability modelling captures the probabilistic relation between interdependent stability attributes by building the stability quantitative model, and (iii) runtime support which employs the model for runtime inference and reasoning about stability under runtime uncertainty.

- We apply the proposed approach on the case of self-adaptive cloud architectures. The analysis model has shown promising capability in exploring dimensions, concerns and attributes related to stability, and hence, drawing a comprehensive and explicit consideration of stability as an architectural property. The probabilistic model has quantitatively captured the
impacts and correlations between stability attributes. We conduct experimental evaluation using the RUBiS benchmark [15] and the World Cup 1998 workload trend [16], to stress the architecture with variations of runtime changing workloads. The results show that reasoning about stability using the the runtime inference has improved the adaptation decision and achieved the intended behavioural requirements with less violations.

Organisation. In section 2, we describe the background and discuss related work. Section 3 and 4 elaborates the technical contributions of behavioural stability analysis and modelling. Section 5 presents our holistic approach for supporting runtime behavioural stability. Section 6 applies our approach to the case study, followed by the experimental evaluation in Section 7 and the discussion in Section 8. We discuss the threats to validity of the proposed work in section 9. Section 10 concludes the paper and indicates future work.

2. Background

In this section, we introduce the main concepts (sub-section 2.1), sketch the properties of architectural stability as a quality attribute (sub-section 2.2), and discuss related work (sub-section 2.3).

2.1. Definitions of the Main Concepts

Software Architecture. The concept of software architecture has been defined in different ways under different contexts. In our work, we adopt the definition of the ISO/IEC/IEEE Standards that defines software architecture as the “fundamental organisation of a system embodied in its components, their relationships to each other, and to the environment, and the principles guiding its design and evolution” [17]. This definition is in line with early definitions when the discipline has emerging [18] [19] and with matured ones appearing later [20]. Software architectures provide abstractions for representing the structure, behaviour and key properties of a software system [19]. They are described in terms of software components (computational elements), connectors (interaction elements), their configurations (specific compositions of components and connectors) and their relationship to the environment [21] [22].

Software life cycle. The life cycle of a software system consists basically of the development and operation phases [23]. The development phase includes all activities till the decision that the software is ready for operation to deliver service, such as requirements elicitation, conceptual design, architectural design, implementation and testing [23]. The operation phase begins when the system is deployed, configured and put into operation to start delivering the actual service in the end-user’s environment, cutover issues are resolved and the product is launched [23] [17]. The former phase is known as initial development or design-time, and the latter is usually referred as runtime. After the development and launch of the first functioning version, the software product enters to different
cycles of maintenance and evolution stages till reaching the phase-out and close-
down [24] [23] [17]. During the maintenance stage, minor defects are repaired, while the system functionalities and capabilities are extended in major ways in the evolution stage [24].

**Quality Attribute.** The definition of a quality attribute we use is of the IEEE Standard for a Software Quality Metrics defining quality attribute as “a characteristic of software, or a generic term applying to quality factors, quality subfactors, or metric values” [25]. According to the same standard, a quality requirement is defined as “a requirement that a software attribute be present in software to satisfy a contract, standard, specification, or other formally imposed document” [25].

**Architecturally-significant requirements.** Generally, the architecture should fulfill the software requirements, both functional requirements (what the software has to do) and quality requirements (how well the software should perform) [26] [27]. Functional requirements are implemented by the individual components, while the quality requirements are highly dependent on the organisation and communication of these components [28]. In the software architecture discipline, the architecturally-significant requirements are considered, as not all requirements have equal effect on the architecture [29]. Architecturally-significant requirements are a subset of technically challenging requirements, technically constraining and central to the system’s purpose. These requirements have significant influence on the architecture design decisions, as they should be satisfied by the architecture [29]. Architecturally-significant functional requirements may define the essence of the functional behaviour of the system [30], while architecturally-significant quality requirements are often technical in nature, such as performance targets [31] [32]. This special category of requirements, describing the key behaviours that the system should perform, plays a main role in making architectural decisions and has measurable effect on the software architecture.

**System Behaviour.** The behaviour of a system is the “observable activity of the system, measurable in terms of quantifiable effects on the environment whether arising from internal or external stimulus” [17]. This is determined by the state-changing operations the system can perform [17].

**Self-adaptive software system.** In general settings, to adapt means “to change a behaviour to conform to new circumstances” [33]. A self-adaptive software “evaluates its own behavior and changes behavior when the evaluation indicates that it is not accomplishing what the software is intended to do, or when better functionality or performance is possible” [34] [5] [3]. Intuitively, a self-adaptive system is one that has the capability of modifying its behaviour at runtime in response to changes in the dynamics of the environment (e.g., workload) and disturbances to achieve its goals (e.g., quality requirements) [35]. Self-adaptive systems are composed of two sub-systems: (i) the managed system (i.e. the system to be controlled), and (ii) the adaptation controller (the managing system)
The managed system structure could be either a non-modifiable structure or modifiable structure with/without reflection capabilities (e.g. reconfigurable software components architecture) [13]. The controller’s structure is a variation of the MAPE-K loop [13].

2.2. Architectural Stability

Generally, the notion of “stability” refers to the resistance to change and the tendency to recover from perturbations. The condition of being stable thus implies that certain properties of interest do not (very often) change relative to other things that are dynamically changing. Stability has been defined in different domains and disciplines, such as nature, ecology, chemistry and mathematics.

As a software quality property, stability is defined in the ISO/IEC 9126 standards for software quality model [36] as one of the sub-characteristics of the maintainability characteristic of the software, along with analysability, changeability and testability. Maintainability is “the capability of the software product to be modified in order to cope with changes in requirements and environment or to handle errors” [36]. Stability itself is “the capability of the software product to avoid unexpected effects from modifications of the software” [36]. For general application purposes, the standard does not determine specific features or aspects for stability [37].

Reviewing the state-of-the-art in software engineering [9], we have found that stability has been considered at different levels, i.e. at the code level (e.g. [38]), requirements (e.g. [39]), design ([40] [41] [42] [43] [44]) and at the architecture level ([45] [10] [46] [47]). At each level, stability has been considered in relation to several aspects from different perspectives, and thus interpreted in many ways according to the perspective of consideration. For instance, stability at the code level has been interpreted as “the resistance to the potential ripple effect that the program would have when it is modified” [38], that is considering the logical and performance (i.e. behavioural) aspects of stability from the maintenance perspective. Design stability has been referred to “the extent to which the structure of the design is preserved throughout the evolution of the software from one release to the next” [40], where the logical and structural aspects of stability are considered from evolutionary perspective.

Architectural stability has been considered in terms of ripple structural modifications over two or more versions of the software, as a structural aspect with respect to architecturally-relevant changes carried from evolutionary ([45] [10]) and maintenance perspectives ([47]). This has been referred to the extent to which the architecture’s structure is capable to accommodate the evolutionary changes without re-designing the architecture or making ripple modifications [45] [10]. For the different perspectives, the structural aspect of stability is the one mostly considered at the architecture level.

Considering self-adaptive software systems, the structure and the behaviour of the software may be affected when adaptations are taking place during runtime [48]. In this context, we distinguish between the structural and behavioural aspects of stability. We also posit that an operational perspective (during the
runtime operation of the software) for stability is essential for self-adaptive systems, different from the evolutionary perspective (over two or more versions of the software). The stability meaning, we are seeking, can be regarded at the architectural level as a runtime property considering the behavioural aspect from an operational perspective.

Inspired by stability studies in the “Control Theory” discipline [49] [50], that has been widely used to incorporate self-adaptive capabilities into software systems [51], we posit that stability occupies a key position for the reason that the upper limit of the performance of the architecture is often set by stability considerations [50]. A stable architecture is an architecture that, when perturbed from an equilibrium state, will tend to return to that equilibrium state [50]. So, stability of the architecture is essential to examine the behaviour with time following a perturbation during runtime.

Given the different levels, aspects and perspectives of considering stability, we view that a precise definition should focus on a simple ability (e.g. ability to keep unchanged or recover from perturbations) based on the intended perspective (e.g. evolutionary or operational), as well as a specific level and aspect. For instance, one possible definition could be the ability of the architecture’s structure to keep unchanged along with the time to endure evolutionary changes. Such definition targets stability at the architecture level from an evolutionary perspective and focuses on the structural aspect. Another possible definition could be the ability of the architecture’s behaviour to maintain a fixed level of operation (or recover from operational perturbations) within specified tolerances under varying external conditions for considering the behavioural aspect from an operational perspective. By that, a stable architecture from the operational perspective is the one capable to continuously fulfil the architecturally-significant quality requirements during runtime, where the architecture can return to the equilibrium state, following perturbation due to changes in quality requirements, workload patterns or in the operational environment. Conversely, an unstable architecture is one that, when perturbed from equilibrium, will show deviation from the expected behaviour.

2.3. Related Work

The runtime behavioural stability of software architectures was not explicitly tackled as an architectural property in the literature to date, to the best of our knowledge. The work of Gorbenko et al. [52] could be considered as a partial exception. This study investigated the instability of service-oriented architectures, focusing on the instability of three attributes: performance, response time and communication delays. Though, this work could be considered partially tackling the stability of the architecture’s behaviour (performance characteristics) during runtime, the explicit focus of this work was on dependability and resilience, not explicitly considering stability as an architectural property.

The architecture analysis community has developed methods for predicting the quality provision of architecture design alternatives during design-time [37]. Examples include Scenario-based Architecture Analysis Method (SAAM) [53],
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Architecture Tradeoff Analysis Method (ATAM) [54] and quality impact analysis [55] which focused on traditional quality attributes, not their stability. Other studies focused on estimating system failures or predicting the probability that the system will perform its intended functionality aiming at reducing or eliminating failures [56] [57] [58] [59]. Architecture analysis methods cannot be used to support the runtime provision of quality requirements and their stability, given the uncertainty during operation and the automation and quantitative analysis required for runtime operation.

Considering self-adaptive architectures, the adaptation mechanisms proposed in the literature focused on some adaptation properties, such as tactics latency (the time it takes since an adaptation is started until its effect is observed) [60], settling time (the amount of time the controller takes to achieve the adaptation goal) [61] [62]. Yet, properties reflecting the quality of adaptation, i.e. how well the adaptation process converges towards the adaptation objective, are not explicitly considered [63] [13]. Meanwhile, properties reflecting the behaviour of the controller have impact on the stability of the whole architecture [13].

3. Stability Analysis

Architectural stability could not be considered an absolute action, or rather it is relative to the type of the architecture and its intended behaviour. In particular, the architecture type (i.e. self-adaptive) and the application domain (e.g. mobile-, web-, cloud-based) have direct inputs to behavioural stability. As an example of behaviour, one architecture could be intended to keep the response time stable (as it is a crucial quality attribute for the end-users in the case of real-time systems), while energy consumption could be a critical requirement attribute to be kept stable for another architecture. We argue that stability is a relative matter subject to the concerns of stability and the type of the architecture. Thus, stability should be considered relatively to these concerns. This calls for more expressive abstractions to represent the concerns and their related attributes subject of stability. The analysis aims to capture the relevant attributes that characterise stability concerns and stability dimensions, as well as their influence on each other’s stability.

To consider the architecture type in the analysis, we view two main stability dimensions for self-adaptive software architectures, that are adaptation goals and adaptation properties. Both underlies the functioning of a self-adaptive system, that we intend to stabilise its architectural behaviour (i.e. the managed system and the managing system) [13]. Adaptation goals are the quality of service (QoS) properties intended to be achieved by the architecture, while adaptation properties are observed and measured in the adaptation process [13]. These two distinct dimensions allows considering both the quality requirements and the behaviour of the adaptation controller in the analysis of behavioural stability of the architecture as a whole.

For analysing stability, we exploit one of the holistic reasoning methods for quality analysis in software architectures. In particular, we extend the
“ISO/IEC/IEEE 42010 Systems and software engineering - Architecture description” standards [64], as outlined in Figure 1).  

Figure 1: Architectural Stability Analysis Model.

According to the ISO/IEC/IEEE 42010 [64], a system has one or more stakeholders, where each stakeholder has interest (i.e. concerns) for that system. Concerns are “those interests which pertain to the system’s development, its operation or any other aspects that are critical or otherwise important to one or more stakeholders” [64]. Examples of concerns include quality of service, environmental regulations and economical concerns. We envision mapping the stability analysis to the well-known architecture related concept “architectural concerns” that refer to the requirements of different stakeholders [64]. Considering stability, stakeholders’ concerns for stabilising the architecture behaviour can be seen as architectural concerns or stability concerns.

Having different stakeholders, viewpoints have been introduced to support the modelling, understanding and analysis of software architectures for different stakeholders [65], delineating the architectural information that address stakeholders’ concerns [66]. Architectural viewpoints refer to the conventions for
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constructing and using architectural representation addressing the requirements of different stakeholders [64] [67] [68]. Analysing stability from different perspectives can be seen as architectural viewpoints or *stability viewpoints*. We consider stability viewpoints as a model for framing stakeholders’ concerns and representing architectural stability from different perspectives.

Realising runtime behavioural stability requires continuous provision of quality requirements. Following the approach of well-established architectural methods, which considers quality attributes [31] [54] [69] as the base for architectural analysis, we analyse stability in relation to the attributes that are required to be kept stable throughout the operation of the architecture, i.e. *stability attributes*. Attributes that are subject to stability are defined for different viewpoints reflecting stakeholders’ concerns, including traditional quality of service attributes, which are the adaptation goals [13]). Since adaptations are motivated by the need of continued satisfaction of quality requirements, the analysis should also consider attributes of the adaptation properties [13], in order to reflect how adaptations converge towards adaptation goals.

Stability attributes are interdependent, i.e. may influence each other, either by supporting or by contradicting each other. So, architects should, for explicitly targeting stability, analyse the interdependency and correlation between different stability attributes (appearing as *influences* relation between stability attributes in Figure 1) and resolve related trade-offs.

While traditional architecture analysis considers dependencies and trade-offs analysis between traditional quality attributes, such as performance and availability [70], stability analysis involves multiple viewpoints and related attributes, as well as analyses their interdependencies and trade-offs. These include not only traditional quality attributes, but also adaptation properties that affect the architecture’s behaviour for continuously satisfying quality requirements. Using the analysis model for identifying stability viewpoints, attributes and their dependencies explicit would help architects appreciate behavioural stability beyond traditional quality attributes.

4. Stability Modelling

4.1. Stability Modelling

Achieving runtime architectural stability for different viewpoints should involve a careful understanding of the relationship, impact, correlation and sensitivity among stability attributes, as well as handling potential conflicts between different viewpoints. Such attributes are non-deterministic given the uncertainty associated with the runtime operation. Uncertainty, affecting the architecture’s operation, can be attributed to many facets, such as changes in workload, quality requirements, runtime goals, and the environment where the architecture is operating [71] [72]. Therefore, probabilistic modelling is appropriate for modelling stability given the runtime operational uncertainties, since deterministic analysis is limited when dealing with such operational uncertainties.

It is possible for the architect to use alternative techniques to Bayesian network, where the architect can evaluate the extent to which changes to one or
more attributes value can potentially influence the stability of the architecture. Asserting changes to attribute value can be reliable when informed by expert judgement or accompanied with careful assessment of the application domain. One potential problem, however, is that the analysis tend to be human-centred, subjective and can miss potential cases that are change-revealing, as such techniques rely on human judgement and sensitivity analysis. Furthermore, the analysis can be difficult to scale and handle in cases where more than one attribute can potentially change or higher number of attributes are under evaluation. It worth noting that our method can complement existing architecture analysis and evaluation methods (e.g. Architecture Tradeoff Analysis Method (ATAM) [54] and quality impact analysis [55]) to provide automatic and probabilistic assessment, which replace and improve human assertions for attribute value and its likely influence on the trade-offs analysis and the choice of decisions. Probabilistic assessment is especially important for architectures that exhibit high degree of uncertainty in their operation which is the case of self-adaptive systems.

Meanwhile, we adhere to the Bayesian choice in the automated reasons about stability during runtime for many reasons. As a consistent and complete representational tool, it is guaranteed to define a unique probability distribution over the network variables [73]. Also, the Bayesian network is a compact representation, as it allows one to specify an exponentially sized probability distribution using a polynomial number of probabilities [73]. The coherence of the Bayesian statistical inference is another important feature. By modelling the unknown parameters of the sampling distribution through a probability structure, i.e. by probabilising uncertainty, the Bayesian approach authorises a quantitative discourse on these parameters [74]. The Bayesian approach is also known to be the only system allowing for conditioning on the observations, effectively implementing the Likelihood Principle and frequented optimality notions of Decision Theory [74].

Probabilistic modelling consists of two components: (i) the structure, often referred as the qualitative model, and (ii) the parameters (i.e. conditional probabilities) referred as the quantitative model [75]. For the former, we use Probabilistic Relational Models that are able to harness the expressive power of architecture analysis. For the latter, Bayesian networks feature the ability to quantitatively perform dynamic impact analysis and correlation assessment among stability attributes under runtime uncertainty [70]. Generally, Bayesian networks have proven to be ideally suited knowledge representations for reasoning and decision making under uncertainty [75], i.e. reasoning over probabilistic causal models under uncertainty [76]. Bayesian networks have been widely used for the modelling and analysis of uncertain phenomena which are known to be causally connected [77]. With the capability of representing probabilistic behaviours in a compact and intuitive way [56], Bayesian networks are applicable for domain areas with inherent uncertainty [75], which is applicable to the case of architecture’s behaviour at runtime.

We view stability attributes as the “knowledge” to be presented by Probabilistic Relational Models, as these attributes tend to vary during runtime.
Probabilistic modelling, empowered by the quantitative analysis of Bayesian networks, aims to model the wide variations of probable values linked to stability attributes that we are interested in, as well as understand their likely ramifications on other attributes and their trade-offs under runtime uncertainty.

Our approach for modelling stability follows the formalism process of probabilistic relational models [75], that is suitable for representing and processing probabilistic knowledge of runtime behavioural stability. For each viewpoint, a probabilistic relational model is constructed using the stability attributes identified earlier in the analysis. The model represents the relation between the attributes of the viewpoint and interdependent attributes. The approach for eliciting the model structure relies on the notion of cause-effect relations between the variables of the problem domain [75]. In practice, such relations are modelled using a graph of nodes representing the variables and links representing the cause-effect relations between the entities.

The construction of probabilistic networks usually proceeds according to an iterative procedure, where the set of nodes and the set of links are updated iteratively as the model becomes more and more refined [75]. Modelling causal dependence relations requires careful consideration, as sometimes it is not quite obvious in which direction a link should point [75]. In the case of architectural stability, we can rely on the architect’s experience, subject matter experts and pre-experiments in defining the dependency relations between different stability attributes. Structure learning could also make use of data-driven approaches, where data could be acquired from pre-experiments and simulations. There exist different classes of algorithms for learning the structure of Bayesian networks, such as search-and-score and constraint-based algorithms [75]. Background knowledge of domain experts and architects can be specified in the form of constraints on the structure of the model.

Having the probabilistic relational model established, this defines the structure of the Bayesian network, where the elicitation of the quantitative information will take place. We use Bayesian networks to model the dynamic non-deterministic behaviour of stability attributes, that change with a range of values at runtime and tend to interfere among each other, collectively influencing the behaviour of the architecture.

A Bayesian network is a directed acyclic graph (DAG), where the nodes represent stochastic uncertain variables [78] [56], which are the stability attributes in our case. The edges of the graph are the dependencies between the nodes, showing influential relations between the variables [78] [56]. The nodes’ dependencies are specified qualitatively by the edges and quantitatively by the conditional probability distributions. The underlying joint probability is decomposed as a product of local conditional probability distributions (CPDs) associated with each node and its respective parents. The CPDs are represented as node probability tables (NPTs), which list the probability that the child node takes on each of its different values for each combination of values of related nodes.

Formally (following [79] [75]), a discrete Bayesian network $\mathcal{N} = (\mathcal{X}, G, P)$ consists of a set of $n$ discrete random variables (stability attributes) $\mathcal{X}$, a directed
acyclic graph $G = (V, E)$, and a set of conditional probability distributions $P$. Each variable $X_i \in X$, $1 \leq i \leq n$ is represented by a node $v_i$ of $G$ and has a finite set of mutually exclusive states $\text{dom}(X_i)$. The directed edges $E$ of $G$ specify assumptions of conditional dependencies between the nodes, where a directed edge from $X_i$ to $X_j$ is in $E$ if $X_i$ is a parent of $X_j$. Each variable $X_i \in X$ has a conditional probability distribution $P(X_i|X_{\text{pa}(v_i)}) \in P$, that specifies the probabilistic dependence between the node $v_i$ and its parents $\text{pa}(v_i) \in V$.

**Definition.** A discrete Bayesian network $\mathcal{N} = (X, G, P)$ consists of

- a set of discrete random variables $X = \{X_1, ..., X_n\}$
- a directed acyclic graph $G = (V, E)$ with nodes $V = \{v_1, ..., v_n\}$ representing the variables of $X$ and directed edges $E \subseteq V \times V$
- a set of conditional probability distributions $P$ containing probability distribution $P(X_v|X_{\text{pa}(v)})$ for each variable $X_v \in X$.

The joint probability distribution of the Bayesian network $\mathcal{N}$ is obtained by the multiplicative factorisation of the joint probability distributions $P$ over the set of variables $X$ as represented by the chain rule of Bayesian networks:

$$P(X) = \prod_{v \in V} P(X_v|X_{\text{pa}(v)})$$ (1)

The Bayesian network is constructed by computing prior probabilities, i.e. $P(X)$ for all $X \in X$, collected from empirical data in order to get initial probability values.

Capturing dependency factors between stability attributes, the constructed Bayesian network for stability provides a powerful tool for reasoning and decision support, as it can be used to reason about the effect of stabilising a specific attribute on the stability of other attributes. By that, an adaptation action achieving the stability of the whole architecture’s intended behaviour could be derived for multiple stability concerns, viewpoints and attributes. Also, behavioural stability could be estimated under changing runtime workloads.

### 4.2. Stability Runtime Inference

The Bayesian network model representation of a problem domain can be used as the basis for drawing inference and performing analysis about the domain, in order to support reasoning under uncertainty. Decision options and utilities associated with these options can be incorporated explicitly into the model, where the model becomes capable of computing expected utilities of all decision options given the information known [75]. Since a Bayesian network encodes all relevant qualitative and quantitative information contained in a full probability model, it is a well-suited tool for many types of probabilistic inference.

The Bayesian model is used to support reasoning about stability under runtime uncertainty, which requires dynamically computing the probability states of stability attributes given the runtime changes. That is the task of computing
A Bayesian inference approach starts with the priori knowledge about the model structure. This initial knowledge, represented in the form of prior probability distribution gathered during the construction of the model, is updated to obtain posterior probability distribution over the model. By observing which states the nodes of the Bayesian network assume, known as events, we obtain the evidence $\varepsilon$ for a subset of these nodes. With the help of evidence, we can compute the posterior marginals given a set of evidence $\varepsilon$, which are $P(X|\varepsilon)$ for all $X \in \mathcal{X}$. If the evidence set is empty $\varepsilon = \phi$, then the task is to compute all prior marginals, i.e. $P(X)$ for all $X \in \mathcal{X}$.

Exploiting the independence relations induced by the structure of $G$ and the evidence, let us consider the general case of computing the posterior marginal $P(X_i|\varepsilon)$ of a variable $X_i$ given evidence $\varepsilon$. Let $\varepsilon = \{\varepsilon_1, ..., \varepsilon_m\}$ be a non-empty set of evidence over variables $\mathcal{X}(\varepsilon)$. For a non-observed variable $X_j \in \mathcal{X}$, the task to compute the posterior probability distribution $P(X_j|\varepsilon)$ can be done by exploiting the chain rule factorisation of the joint probability distribution (equation 1):

$$P(X_j|\varepsilon) = \frac{P(\varepsilon|X_j)P(X_j)}{P(\varepsilon)}$$

$$= \sum_{X_\varepsilon \in \mathcal{X}(\varepsilon)} \prod_{X_i \in \mathcal{X}(\varepsilon)} P(X_i|\varepsilon_{\mathcal{X}(\varepsilon)}) \prod_{X_\varepsilon \in \mathcal{X}(\varepsilon)} \varepsilon_{X_\varepsilon}(2)$$

for each $X_j \not\in \mathcal{X}(\varepsilon)$, where $\varepsilon_X$ is the evidence function for $X \in \mathcal{X}(\varepsilon)$ and $v_i$ is the node representing $X_i$. By that, we can observe the state of all stability attributes, and hence the stability state of the whole architecture’s behaviour, while the architecture is operating at runtime. The runtime inference is performed based on the Pearl’s Message-Passing Algorithm [80] [81] [77].

4.3. Complexity Analysis

Given that the Bayesian analysis should be executed at runtime, this requires considering the complexity of the stability model.

The specification of conditional probability distribution $P(X_v|X_{pa(v)})$ can be an intensive task, as the number of parameters grows exponentially with the size of $\text{dom}(X_{fa(v)})$. The complexity of the network is defined in terms of the family $fa(v)$ with the largest state space size $|X_{fa(v)}| \triangleq |\text{dom}(X_{fa(v)})|$, where $fa(v) = pa(v) \cup \{v\}$. As the state space of a family of variables grows exponentially with the size of that family, a technique to reduce the complexity of Bayesian networks is to reduce the size of the parent sets $pa(v)$ to a minimum.

This is, in fact, the case of the stability model, where the number of variables, i.e. stability attributes of each viewpoint, is limited. In such cases, estimating parameters from data could be a useful technique to simplify the intensive task of knowledge acquisition when operating at runtime.

While the Bayesian network is placed into operation, the model stores probability distributions and calculates various marginal distributions subject of
interest [82]. So, it is important to understand the storage capabilities of the network. Given that the variables are discrete and have a finite state space, to fully specify the model, we need to elicit \( P(X_v) \) — which is the marginal probability mass function of \( X_v \) — together with the conditional mass function \( P(X_v | X_{pa(v)}) \) — of each of the variables conditioned on each possible configuration of values of its parents that might occur. The practical difficulty appears when the number of different configurations of parents, and hence the number of probability vectors that need to be elicited, is extremely large. In the case of a Bayesian network for a stability viewpoint, there is one variable subject of stability \( X_1 \), and its dependant variables \( \{X_2, X_3, ..., X_n\} \). If the number of possible stability values of \( X_1 \) is \( m_1 \) and for \( X_i \) is \( m_i \), \( i = 2, 3, ..., n + 1 \), then the number of probabilities we need to elicit \( P(X_1) \) is \( m_1 - 1 \). And to elicit all the conditional tables \( P(X_i | X_{pa(v)}) \) we need \( m_i - 1 \) for each possible stability value. Summing these, we have the total number of probabilities that need to be elicited, as follows:

\[
m_1 \left\{ \sum_{i=2}^{n+1} (m_i - 1 + 1) \right\} - 1 \tag{3}
\]

which is practically feasible, due the structure of the Bayesian network. Also, storing stability values in ranges, rather than single values, is useful for reducing the complexity of the stability model. For instance, response time is to be considered as ranges of 1-5, 5-10 ms, instead of multiple single values.

Considering the complexity of runtime inference, though probabilistic inference is an NP-hard problem in general, the complexity is polynomial in the number of variables of the network when the Bayesian network a singly connected graph [81] [75]. This is valid in the case of stability models, where we have one stability attribute directly connected to its dependent attributes for each stability viewpoint.

5. Methodological Support for Runtime Behavioural Stability

Our method for addressing architectural stability consists of three subsequent main phases: (i) stability analysis, (ii) stability modelling, and (iii) stability runtime support. For each step, we identify the human-based efforts required for the qualitative analysis and potential automated tools to be used in the quantitative modelling. The approach is illustrated in Figure 2.

**Phase 1: Stability Analysis.** In this phase, the initial analysis of stability as an architectural property is conducted, to build the *stability qualitative model*. In more details, this phase shall include the following activities:

Step 1. **Identify stability dimensions.** For the case of self-adaptive software, the two main stability dimensions are: the adaptation goal and adaptation property. Other dimensions could be considered for the domain-specific application.
Step 2. **identify stability stakeholders.** Stability analysis entails architects to first identify the system’s stakeholders that have interest in the system under consideration, and hence input for stability.

Step 3. **identify stability concerns.** In this step, the stability interests and concerns of stakeholders are taken into account in order to build a well-balanced solution, as it is important to have a good understanding of the different concerns that the stability analysis should reflect.

Step 4. **derive stability viewpoints.** Stakeholders concerns are consolidated to derive stability viewpoints, in order to consider stability from different perspectives for building a stability solution relative to multiple concerns. The analysis also takes into consideration concerns from the components of the self-adaptive system (i.e., the managed system and the adaptation controller).

Step 5. **define stability attributes and their evaluation criteria.** Stability attributes are, then, defined for different viewpoints reflecting the stakeholders’ concerns for stability. The set of stability attributes also includes attributes belonging to the adaptation properties, as one of the main stability dimensions for self-adaptive software architectures. Evaluation criteria can inform the choice of suitable metrics for assessing the fulfillment of these attributes. The choice of the metrics is highly dependent on the analysis, where the metric can be structural, behavioural, quantitative, qualitative, economic-driven in nature. Practitioners often utilise commonly used metrics. ISO standards documents [36], guidelines and quality models [25] [83], white papers and benchmarks are among the credible sources for extracting these metrics. Systematic approaches could also be employed, such as goal-driven measurement [84] [85] and Goal Question Metric (GQM) approach [86].
Step 6. extract interdependencies between stability attributes. Interdependent quality attributes may influence one another. The dependencies between stability attributes are captured, in order to analyse how stabilising one attribute would affect the stability of related attributes.

The activities in this phase shall be conducted by architects and domain experts, relying on their experience and knowledge. The analysis could also be supported by subject matter expert panels and end-users workshops. The outcome of this phase is the stability qualitative model that will be used in the second phase as the model structure for quantitatively modelling stability.

Phase 2: Stability Modelling. In this phase, the stability model is built and stability attributes are quantitatively assessed. This phase includes the following activities:

Step 1. build the probabilistic relational model. For each viewpoint, a probabilistic relational model is built, based on the attributes dependencies identified in the last step of the stability analysis. Each probabilistic relational model, representing the relations between the attributes of a viewpoint, defines the structure of the Bayesian network. The problem of inducing the structure of Bayesian network is NP-complete, thus, heuristic methods are considered appropriate. Building the probabilistic relational models should go through an iterative process by the architects, domain experts and subject matter experts. This could be complemented with mechanisms and tool support to facilitate the adoption of the method. Examples include tools for documenting architecture knowledge and detecting patterns of use where similar problems could exhibit similar modelling, as well as platforms for sharing experiences, guidelines and recommended practices [87].

Step 2. build the stability Bayesian network. The Bayesian network is built for quantitatively modelling the interdependency impacts of different stability attributes. Bayesian network specifies the strengths of interdependencies and correlations between different attributes, using probability theory and preference relations quantified by the utility associated with these attributes. This task is inducing the Bayesian network for modelling stability by fusion of observed data and domain experts knowledge is undertaken. Building the Bayesian network could leverage on operational pre-experiments and/or simulations of the system.

Step 3. build the stability Bayesian network. The Bayesian network is built for quantitatively modelling the interdependency impacts of different stability attributes. Bayesian network specifies the strengths of interdependencies and correlations between different attributes, using probability theory and preference relations quantified by the utility associated with these attributes. This task is inducing the Bayesian network for modelling stability by fusion of observed data and domain experts knowledge is undertaken. Building the Bayesian network could leverage on operational pre-experiments and/or simulations of the system.
The outcome of this phase is the stability quantitative model that will be used for reasoning about stability during runtime. The model provides a basis for what-if analysis covering probable runtime behaviour that ranges from likely to extreme scenarios.

**Phase 3: Stability Support at runtime.** The stability quantitative model is used during runtime for estimating probable variations in stability attributes and associated trade-offs under the dynamically changing workload. This, consequently, improves the quality of decision making under runtime uncertainty for achieving the intended behaviour of the architecture and supports seamless runtime operation of the system. This phase is the continuous runtime process of:

Step 1. *conducting the runtime inference.* During runtime, posterior probabilities are obtained using the Bayesian network that allows measuring the probable effect of stabilising different stability attributes and their impact on each other. The posterior probabilities, contributing to the adaptation decision making, help in improving the quality of adaptation and ensuring the stability of quality attributes and hence the architecture intended behaviour.

Step 2. *performing online learning.* When the system is operating, new cases arise and it is recommended to learn from these cases, assuming that the structure of the Bayesian network will remain unchangeable [88] [75]. The conditional probabilities are dependent on the context and operation environment which change dynamically. The situation may also be that the simulation results used to extract the conditional probabilities do not reflect accurately the actual runtime workloads. This calls for online learning and updating the conditional probability distributions of the Bayesian network to reflect the real world, e.g. reasoning about quality requirements satisfaction as the system evolves dynamically [89] and learning for adaptation [90].

The runtime support for stability can be conducted online while the system is operating, by embedding the Bayesian analysis into the adaptation controller. The runtime inference and online learning can also be conducted through *symbiotic simulation* along with the adaptation controller. Symbiotic simulations shall run closely to the physical system, benefiting from real-time measurements from the actual system, and provide feedback to the system [91] [92] [93]. The results of the simulation shall be used for taking adaptation decisions autonomously during runtime by the adaptation controller (managing system). While the former approach can achieve effective immediate results, it can place extra computational overhead onto to the system while running. Conversely is the case of the latter approach. A balanced solution would be conducting

---

2 An online learning algorithm would be out of the scope of this paper, but we introduce it in our method for the purpose of completeness. Our future work will focus on this part.
the inference online (using a threshold prior to violation) and employing the symbiotic simulation for online learning.

6. Case Study: Self-Adaptive Cloud Architectures

We show the applicability of the proposed approach through the case of self-adaptive cloud architectures built on the principles of self-awareness [94] [95]. First, we briefly introduce the architecture’s domain, then apply the proposed approach for analysing and modelling runtime behavioural stability of this special class of self-adaptive architectures.

Cloud-based software architectures are a suitable example of high dynamism, unpredictability and uncertainty [96]. The execution environment of cloud architectures is highly dynamic, due to the on-demand nature of the cloud. Cloud architectures operate under continuous changing conditions, e.g. changes in workload (number/size of requests), end-user quality requirements, unexpected circumstances of execution (peak demand) [94] [14]. The on-demand service provision of clouds imposes performance unpredictability, and makes the elasticity of resources an operational requirement.

This type of architecture tends to highly leverage on adaptation (e.g. changing behaviour, reconfiguration, provisioning additional resources, redeployment) to regulate the satisfaction of end-user requirements under the changing contexts of execution [2] [14]. The self-adaptation process is meant to make the system behaviour converges towards the adaptation goals, i.e. quality requirements of the end-users [14]. An unstable adaptation will repeat the action with the risk of not improving or even degrading the system to unacceptable states [13]. Thus, there are more dynamics to observe, and stability is challenging with the continuous runtime adaptations in response to the perception of the execution environment and the system itself [14]. We consider the cloud architecture with a catalogue of architectural tactics, such as horizontal scaling (increasing/decreasing the number of physical machines), vertical scaling (increasing/decreasing the number of virtual machines or their CPU capacities), virtual machines consolidation (running the virtual machines on less number of physical machines for energy savings), as adaptation actions [95]. The purpose of adaptation is to satisfy the runtime demand of multi-tenant users, by changing configuration and choosing optimal tactics for adaptation.

Further, the economic model of clouds (pay-as-you-go) imposes on providers economical challenges for SLA profit maximisation by reducing their operational costs [96]. With the rising demand of energy, increasing use of IT systems and potentially negative effects on the environment, the environmental aspect, in terms of energy consumption, has emerged as a factor affecting the software quality and sustainability [97]. While sometimes imposed by laws and regulations, decreasing energy consumption does not have only potential financial savings, but also affects the ecological environment and the human welfare [97]. So, environmental requirements should be considered and traded off against business requirements and financial constraints [97].
The step-by-step application of the approach is described in the next subsections.

6.1. Stability Analysis for Self-adaptive Cloud Architectures

The analysis is based on the architectural stability taxonomy [72] applied on this case study [94] [95].

Step 1. identify stability dimensions. As mentioned in the Stability analysis model earlier, we identify two main stability dimensions for the case of self-adaptive software, which are: the adaptation goal and adaptation property.

Step 2. identify stability stakeholders. The main stakeholders that we consider are the end-users, the environment and the business.

Step 3. identify concerns for stability. The concerns for each stakeholder are listed as follows: (i) end-users’ concern is the provision of QoS defined in their Service Level Agreements (SLAs), (ii) the environment regulations are concerned with the energy consumption constraints, and (iii) the business is concerned with operational costs.

Step 4. derive stability viewpoints. Given the stability dimensions and the stakeholders’ concerns, we identify the following viewpoints for stability: quality of service, environmental, economical and quality of adaptation viewpoints. The former three denote the adaptation goals, and the latter represents the adaptation property dimension. The quality of service viewpoint mainly covers the quality requirements of end-users. The environmental viewpoint covers aspects related to energy consumption and savings [97] [98]. The economical viewpoint is related to the business concerns about monetary operational cost.

Step 5. define stability attributes and their evaluation criteria. Based on the stability viewpoints, we define related attributes. Stability attributes could, then, include traditional quality requirements specified in end-users SLAs. Here, we consider performance (measured by response time in milliseconds), and throughput (measured by number of completed requests per second). For the environmental aspect, we use the green-ability attribute [97] [98] measured by energy consumption in kWh. For the economic constraints, we define the operational cost by the cost of computational resources (CPUs, memory, storage and bandwidth). Regarding the adaptation properties, we consider the settling time - that is the time required by the adaptation system to achieve the adaptation goal [13]. In order to capture the negative impact of adaptation on the system’s behaviour, we consider the overhead of adaptation, measured by the frequency of adaptation cycles to achieve the adaptation goals [3] [13].
The analysis is illustrated in Figure 3. For simplicity, the information relating stability attributes with the stability concerns and their stakeholders is not included in the figure.

Figure 3: Case Study: Stability Analysis.

Step 6. **extract interdependencies between stability attributes.** Dependencies between stability attributes are defined based on the architect’s domain experience, as depicted in Figure 4. For example, performance and greenability could contradictorily affect each other, i.e. stabilising performance shall demand more computational resources that consume more power and eventually have a negative effect on stabilising greenability. Meanwhile, greenability and operational cost could support each other, i.e. decreasing the usage of computational resources for saving power consumption would in turn decrease the operational costs.

Figure 4: Case Study: Stability Attributes dependencies.

6.2. **Stability Modelling for Cloud Architectures**

Step 1. **build probabilistic relational model.** Based on the interdependencies between stability attributes, we deduce the probabilistic relational model
for each stability viewpoint. The probabilistic relational model related to the four stability viewpoints (quality of service, environmental, economical and quality of adaptation viewpoints) is depicted in Figure 5(a), (b), (c) and (d) respectively. For instance, the quality of service model could be read as follows: stabilising the performance and throughput would affect the stability of related attributes that are greenability, operational cost and quality of adaptation attributes. Regarding the environmental model, such representation reflects that stabilising the energy consumption would affect the stability of performance, throughput and operational cost.

(a) Quality of Service viewpoint

(b) Environmental viewpoint

(c) Economical viewpoint

(d) Quality of Adaptation viewpoint

Figure 5: Case Study: Stability Relational Models.

Step 2. build stability Bayesian network. To quantitatively measure the depen-
dency factors between stability attributes and getting the prior knowledge to build the stability Bayesian network, we simulated the cloud self-adaptive architecture.

Our simulation tool, extending the widely adopted CloudSim simulation platform for cloud environments [99], was built using Java JDK 1.7 to create the cloud self-adaptive architecture, and was run on an Intel Core i5 3.40 GHz, 8 GB RAM computer. We conducted the pre-experiments by simulating a cloud data center initially operating 10 IBM x3550 server physical machines (PMs), with the configuration of 2 Xeon X5675 3067 MHz, 6 cores and 16 GB RAM. The frequency of the servers’ CPUs are mapped onto Million Instructions Per Second (MIPS) ratings: 3067 MIPS each core [100]. The characteristics of the virtual machines (VMs) types correspond to the latest generation of General Purpose Amazon EC2 Instances [101]. In particular, we use the m4.large (2 core CPU, 8 GB RAM) and m4.xlarge (4 core CPU, 16 GB RAM) instances. Initially, the VMs are allocated according to the resource requirements of the VM types. However, VMs utilise less resources according to the workload data during runtime, creating opportunities for dynamic consolidation.

For the energy consumption, we employed the power models defined in [100]. For a detailed cost model, the operational cost is calculated as a total of the usage of processing unit (0.04$ for CPU unit/sec.), memory (0.02$ for 1 GB memory/sec.), storage (1 GB storage/sec.) and bandwidth (0.01$ for 1 GB/sec.).

We run the pre-experiments for 300 time intervals, each interval is of 200 seconds, in order to get sufficient data for building the Bayesian network. In each time interval, we generate a random number of requests, and the length of each request randomly varies between 1,000 and 20,000 MIPS requiring 1 or 2 core CPU.

To measure the stability ranges for different viewpoints, we configured the architecture to take adaptation actions to stabilise specific attributes within different ranges, by setting this attribute as the single adaptation goal. We applied rule-based adaptations based on the stimulus-awareness level, i.e. the adaptation controller selects an adaptation tactic from the tactics catalogue mentioned earlier in order to achieve the quality requirement within the desired range whenever a violation is detected. The adaptation controller is responsible about selecting the adaptation tactic based on the quality attribute subject to violation, e.g. VM consolidation in case greenability is the stimulus. If multiple tactics could be applied, the rule applied is choosing the tactic that results in smaller overhead and/or cost [102]. For instance, we use vertical scaling first and then and horizontal scaling in the performance case, as the former is usually more expensive [102]. We, then, measured the impact of such stability actions on the stability of related attributes. Figure 6 shows the Bayesian networks of different viewpoints when stabilising their attributes for one range.
In more details, to capture stability from the quality of service viewpoint, we run the architecture with the adaptation goal of having the performance response time and throughput stable for different ranges. Figure 6 (a) shows the Bayesian network for the quality of service viewpoint when response time is stabilised for a range of 10-15 ms. and the throughput within a range of 1-5 request/sec. or higher. The impact of such stability actions is, then, measured on the related quality attributes, i.e. energy consumption, operational cost, adaptation settling time and overhead. The attributes selected for stability, i.e. performance, is indicated by probability = 1 for the range of 10-15 ms. Stabilising throughput was for the range 1-5 request/sec. in 60% of the cases or for higher ranges in the remaining cases, in order to reduce the complexity of adaptations during runtime. The probability distribution of impacts on related attributes is shown in the corresponding graphs of each node. As shown in the figure, this results in having energy consumption within ranges of 10-20, 20-30 and 50-100 kWh associated with probabilities 0.17, 0.15, 0.14 respectively, while other ranges have smaller probabilities. The cost ranges of 1400-1500, 400-500, and 100-200$ have the probabilities 0.15, 0.11, 0.10 respectively. Same applies for the adaptation settling time, where the highest probability is for the 200 sec., and the adaptation overhead where the majority of adaptation cycles took place every 200 sec.

With respect to the environmental viewpoint, Figure 6 (b) shows the probabilities of impacts of this viewpoint when the energy consumption is stabilised in the range of 50-60 kWh. The energy consumption range 50-60 kWh is indicated with probability = 1. As shown in the corresponding graph of each related attribute, the performance response time will range between 1-5 ms. with the highest probability of 0.49, the throughput range will be 0.1-5 request/sec. with a probability of 0.60, and the cost range 100-200$ with the higher probability of 0.25. The Bayesian network for economical viewpoint is shown in Figure 6 (c), where operational cost is stabilised for the range of 100-200$. Such stability would lead to having response time of 1-5 ms. with probability of 0.49, throughput of 1-5 request/sec. with probability of 0.60, energy consumption of 10-20 kWh with probability of 0.25, and adaptation settling time of 200 sec. with probability of 0.44. Other ranges for all attributes come with lower probabilities.

7. Experimental Evaluation

The main objective of the experimental evaluation is to examine the quality of service delivered and the quality of adaptation when employing the stability analysis during runtime, and assess the associated runtime overhead for the stability model. The experiments setup was inspired by the earlier work of Chen et al. [94] [102] on self-adaptive and self-aware cloud architectures.
7.1. Experiments Setup

To simulate runtime dynamics, we used the RUBiS benchmark [15] and the World Cup 1998 trend [16] in our experiments. The RUBiS benchmark [15] is an online auction application defining different services categorised in two workload patterns: the browsing pattern assuming read-only services, and the bidding pattern simulating both read and write intensive services. For fitting the simulation parameters, we mapped the two service patterns of the RUBiS benchmark into MIPS, as follows: 10,000 MIPS 1 CPU core and 20,000 2 CPU cores for the browsing and bidding services respectively.

Instead of using random workload trend to simulate the number of requests, we varied the number of requests proportionally according to the World Cup 1998 trend [16]. We compressed the trend in a way that the fluctuation of one day in the trend corresponds to 200 seconds in our experiments. Such benchmarks helped in stressing the architecture with highly frequent changing demand and observing its consequences on stability.

We simulated the cloud dynamics based on the RUBiS benchmark service patterns and run the entire World Cup 1998 workload trend separately for each service pattern. For the experiment setup, the initial deployment for each service pattern of our experiments is shown in Table 1.
We performed the runtime stability analysis based on the following adaptations challenging goals: (i) response time not exceeding 15 ms., (ii) energy consumption not exceeding 50 kWh, and (iii) operational cost not exceeding 1000$. The runtime adaptation options are (by order of preference) as follows: increasing/decreasing the VMs capacity, increasing/decreasing the number of VMs, increasing/decreasing the number of PMs, and consolidating VMs on less number of PMs for shutting down the less busy PMs. The architecture was configured to select adaptations, informed by the stability analysis in one experiment and in another one without stability analysis, which we note as stability-based adaptations and conventional adaptations respectively. We, then, examined the quality of service provisioned and the quality of adaptation.
at each time interval of 200 sec. in both cases.

7.2. Examined Stability Attributes

The performance comparative results are summarised in Tables 2 and 3. Table 2 shows the violations of stability attributes of the adaptation goal. Performing adaptations informed by the stability analysis allowed to achieve less SLA violations for the attributes required to be maintained stable. For the browsing service case, stability-based adaptations succeeded to eliminate the violations for all stability attributes, while conventional adaptations still have violations for response time (0.28%), energy and cost (0.51% each). The case of bidding service, which requires higher computational requirements, succeeded to make less violations for response time (0.20%) and greenability (0.24%) compared with conventional adaptations (0.21% and 0.51% for both attributes respectively). Meanwhile, stability adaptations had 0.51% violations for energy consumption compared with 0.22% achieved by the conventional adaptations. This is interpreted by the less frequency of adaptations as clarified below.

Table 3 shows the quality of adaptation properties. Adaptation settling time in the case of stability-based adaptations is 300 and 200 sec. on average for the
browsing and bidding services respectively, compared with conventional adaptations (2040 and 2206 sec.). This reflects the capability of the stability analysis in converging the self-adaptive architecture quickly towards its adaptation goals, resulting in less quality of service violations. Regarding the adaptation overhead, stability-based adaptations succeeded to perform less frequent adaptations for both service patterns (3210 and 5800 adaptation cycles on average respectively), compared with the conventional adaptations (305 and 479 adaptation cycles on average). The less frequency of adaptation would leave the architecture in a more stable state and reflect the elimination of unnecessary adaptations. Meanwhile, this would require performing higher configurations for adaptations, in order to eliminate unnecessary frequent adaptations with less configurations. For instance, instead of increasing the number of PMs with 1 PM two times in 2 consecutive adaptations cycles, stability-based adaptations give insights for increasing 2 PMs in one longer adaptation cycle. This interprets the higher energy consumption appearing the case of bidding service above. The frequent adaptations shall result in slower settling time and consequently SLA violations. Generally, the less SLA violations, the quicker settling time, and the less frequent adaptations would reflect the behavioural stability state of the architecture.

Table 2: Stability Attributes Adaptation Properties

<table>
<thead>
<tr>
<th>Service Pattern</th>
<th>Adaptation</th>
<th>Adaptation Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Settling time (sec.)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Overhead (frequency of adaptation cycles)</td>
</tr>
<tr>
<td>browsing</td>
<td>stability-based</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>conventional</td>
<td>2040</td>
</tr>
<tr>
<td>bidding</td>
<td>stability-based</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>conventional</td>
<td>2266</td>
</tr>
</tbody>
</table>

7.3. Complexity and Runtime Overhead

Considering the complexity and overhead of Bayesian analysis, the performance of the Bayesian network is directly related to the number of nodes [82]. In the case of stability model, the number of stability attributes of each viewpoint and their parents is limited. Thus, we can claim that running the stability model
during runtime is not an overhead on the system, compared with the expected benefits when achieving stability of the architecture.

With respect to the storage requirements of the Bayesian network, let us consider the case of the environmental viewpoint. There is one variable subject of stability $X_1$, i.e. greenability, and its dependant variables (performance, throughput, cost) $\{X_2, \ldots, X_{n+1}\}$, $n = 3$. If each attribute can take 10 possible ranges for stability, then we have 279 probabilities (from equation (3)), to be elicited in the stability model. For the case of the economical viewpoint, where cost is the variable subject of stability with 4 dependant variables, we have 359 probabilities to store in the stability network, which is just about practically feasible.

Meanwhile, the state space of the variables will grow exponentially, as the Bayesian network will accumulate knowledge during runtime. As such growth will affect the performance of the analysis during runtime, one possible technique could be prioritising the stability viewpoints. The highly-prioritised viewpoints could be kept running online, while the less prioritised could be considered offline using symbiotic simulations and adaptation decisions will be taken forward online. Such approach will limit the overhead of running the analysis at runtime, while preserve the benefits of the stability analysis.

7.4. Summary

Applying the stability approach allows closely monitoring for stability attributes, keeping their provision stable, as well as eliminating violations, consequent penalties and reputation loss. These attributes are the quality requirements critical for the system execution, such as response time for real-time systems. Adding economical requirements to the analysis allows the cloud providers to control their operational costs and, thus, maximise their revenues. Considering the quality of adaptation allows the system to converge towards adaptation goals, and hence eliminate SLA violations. Considering the overhead of adaptation in the stability analysis helps in eliminating unnecessary frequent adaptations that can lead to unstable states for the architecture.

Reaching stability state for the architecture given the runtime uncertainty would require determining an optimal adaptation action that achieves the stability of multiple attributes and converges quickly towards adaptation goals, while verifying the expected stability of interdependent attributes. Probabilistic Relational Models for different stability viewpoints have provided a natural representation for capturing the semantics of dependencies between different attributes subject of stability. Whereas, the Bayesian networks have presented a quantification of the dependence relations strengths and the preferences for runtime decision, as well as provided quantitative evaluation for reasoning under uncertainty.

Capturing dependency factors that affect the attributes subject to stability, the Bayesian networks for stability viewpoints provide a powerful decision-support tool, as they can be used to measure and predict the effect of an adaptation action on stabilising a specific attribute on other interdependent attributes. Given the knowledge gained from the model, this allows giving better insights
for runtime adaptations that would achieve architectural stability, where multiple attributes subject of stability are carefully considered. This also prevents unnecessary adaptations that could lead to instability.

Conducting stability inference for self-adaptive architectures, as part of their runtime operation, ensures more effective and efficient adaptations that contribute to the continuous fulfilment of quality requirements and eliminate SLA violations. As the objective of self-adaptivity is to seamlessly manage the runtime quality requirements and their trade-offs, the stability model allows verifying to what extent the adaptation actions are able to converge towards their goals, i.e. the quality of adaptation. Combining the adaptation properties with the adaptation goals in the process would result in a more efficient self-adaptive system. Compared with adaptations not informed by stability analysis, even with a multi-objectives optimisation, stability analysis would ensure the constant provision of these requirements with less violations, while the former might result in frequent unnecessary adaptations leading to instability.

Probabilistic modelling for multiple stability viewpoints allows reasoning about a stability state for the architecture that satisfies multiple attributes essential for stability. Such consideration would prevent SLA violations, excessive runtime adaptations, and consequently architecture drifting or phasing-out. The analysis can also give insights on possible enhancements of SLA parameters, as the analysis allows predicting how such enhancements will affect the stability of other attributes.

8. Discussion

The proposed analysis model is generic enough to be applied to architecture-centric software systems. As an example, the components of the self-adaptive software (i.e. managed system and adaptation controller) - appearing in the analysis model - could be replaced by domain-specific components of the architecture under evaluation. Yet, we demonstrated the proposed analysis model using self-adaptive software systems, as they tend to be more complex in behavioural aspects at runtime.

Domain-specific characteristics could be also included in the analysis as stability concerns and stability attributes, such as latency access for cloud federations [103]. As a general case, the stability analysis model could include any set of viewpoints and attributes subject of stability. Other stakeholders and stability dimensions could also be identified depending on the context, domain of the system and the architecture type.

On a wider perspective, the stability analysis approach could be applied to non-adaptive architectures for offline maintenance purposes. Architects can also employ the analysis model for making architectural decisions during design-time. Realising stability, as an architectural property, allows the architecture to preserve its capability to continuously meet its expected behaviour without phasing out.

Integrating the stability model into the adaptation process of such dynamic architectures provides valuable support for reasoning about the adaptation de-
cision and the operation of the architecture during runtime. The reasoning aims to satisfy not only the adaptation goals, but also ensure the constant provision beside the adaptation properties of the controller. The optimal of adaptations required tend to fulfill multiple stability properties and converge quickly towards adaptation goals. Such optimality of adaptation decisions can lead to the desirable stable state. However, it is possible to reach and maintain stability by reaching sub-optimal stages. Henceforth, the problem would be what is the range that can keep the system stable, which could vary between minimum sub-optimal to optimal. Yet, the results are sensitive to the analysis step and accuracy of data used to build the model.

Our method for reasoning about stability can make use of “sensitivity analysis” [104] [75], in order to test the extent to which small perturbations to the inputs of the model, i.e. entries of the conditional probability distributions, can affect the stability of the whole architecture. Two types of sensitivity analysis could be performed in probabilistic models: (i) evidence sensitivity analysis, in which how the result of of an evidence is sensitive to the variations in the set of evidences, and (ii) parameter sensitivity analysis, in which how the result of of an evidence is sensitive to the variations in a parameter of the model. Sensitivity analysis could be easily embedded in the steps of building the stability model.

Regarding the proposed methodological support, the level of automation generally varies between steps. For instance, the qualitative analysis depends on the human capabilities (stakeholders’ input and architects’ decision), which is different from the automated reasoning during runtime. Though extensive effort has been taken to ensure re-reproducibility of the method by providing systematic guidance, this would be subject to further empirical studies to determine the practicality of the method, where factors, such as availability of information, stakeholders’ experience would be examined. Though, we believe that the presented case study for evaluation exemplifies the working procedure of the approach and reflect the potential usability.

The self-aware architecture— as the latest emerging class of self-adaptive architectures— could benefit from the different levels of awareness for realising stability. For instance, adaptation actions could be evaluated for stabilising the behaviour of the architecture towards multiple goals and interaction with other self-aware nodes. Meanwhile, the construction of the Bayesian network and the calculation of posterior stability probabilities during runtime could further benefit from the time-awareness level, which is the capability of having knowledge of historical and likely future phenomena.

9. Threats to Validity

Though we proposed a systematic approach for analysing and modelling stability, there are potential threats to validity:

- The dependency on the human capabilities in the analysis step of the proposed method would form a threat to validity on the end results when
using the proposed approach. This might be due to the lack of information or expertise knowledge. Yet, our approach could be complemented with formal methods of causality discovery [105] [106], structuring causal trees [80] and learning structure from data [81].

• With respect to the generalisability of the proposed work, we believe the method provides systematic guidance to architects and practitioners, where the steps were designed to promote replication. Yet, customisation might be needed if the self-adaptive system has different components for the adaptation controller. As the application of the method tends to be subject of the system under consideration, applicability and generalisability of the method to different software domains can uncover new modalities, customisation, simplification or extension to the method.

• The fact that the proposed method is evaluated by its authors presents a threat to objectivity. To mitigate this risk, we sought to conduct practical evaluation by architects in industrial settings, in order to provide more feedback from independent sources.

• Another threat to validity of our evaluation lies in the fact that the approach was evaluated using one case. Yet, the dynamics presented in cloud architectures is an appropriate case study representing dynamics of modern software systems, and we plan to conduct other case studies in industrial contexts and different business segments.

• Subjectivity might be considered a threat to validity for the stability analysis of the case study, as the analysis was conducted based on the authors’ background and knowledge. Our strategy mitigation for this issue has been basing the case study on previous work of [94] [95] [72], this makes us believe that the case study is practical and reflects the nature of cloud-based software systems.

• Experiments were conducted in a controlled environment and have not considered the real-life scenario of switching between different service patterns and changing stability goals during runtime for different end-users. Given the use of a real-world workload trend and the RUBiS benchmark, we consider that our experiments have given good enough indication and approximation of likely scenarios in a practical setting. Also, we have chosen the stability goals thresholds purely based on our observations, e.g. response time not exceeding 15 ms. Yet, these goals have proved to be challenging when running the simulation for building the stability Bayesian networks.

10. Conclusion and Future Work

In this paper, we presented a systematic approach for analysing and modelling stability as an architectural property. The stability analysis, based on
architectural concerns and viewpoints, introduced a qualitative model for representing the knowledge related to the attributes subject to stability and their dependencies. For modelling stability, we employed probabilistic relational models that capture the correlations between stability attributes of different viewpoints. Bayesian networks are, then, used for quantitatively calculating probability distributions of the impact of stabilising specific attributes on interdependent attributes, as well as reasoning about stability under runtime uncertainty.

Our future work will focus on building the time-awareness model for online learning. More specifically, we will use historical information from the time-awareness level to update the prior knowledge and devise online learning for obtaining posterior stability probabilities. We will also consider modelling temporal (dynamic) relationships among stability attributes, i.e. representing how the value of an attribute may be related to its value and the values of other attributes at previous points in time.
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