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Abstract:
This paper proposes an intelligent transient calibration method for the air-path controller of a light-duty diesel engine. This method is developed based on the chaos-enhanced accelerated particle swarm optimization (CAPSO) algorithm. The target is to reduce the engine’s fuel consumption during transient scenarios by optimizing the controller parameters. The advanced dual-loop EGR system is firstly introduced. Then it formulates the transient calibration process as a multiple-objective optimization problem with constraints. Different from steady state calibration, the proposed method designs a new cost-function to evaluate the controller’s transient performance. The intelligent transient calibration module is programmed in MATLAB code. Interface between the calibration module and a physical engine plant is established via ETAS INCA. The optimization result of the proposal method is discussed by comparing it with the result of existing calibration methods. The engine performance with the calibrated controller is evaluated based on engine tests.
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Highlights:
• The reliability and predictability of the engine model were evaluated
• The engine control parameters were optimized by the proposed calibration algorithm.
• The optimization results for different working conditions were validated via engine tests.
• The repeatability of the optimization results was improved.

1. Introduction
Diesel engines achieve relatively attractive fuel economy due to their higher compression ratio [1]. To further improve the engine’s fuel economy while satisfying the progressively stricter emission legislation, more and more new technologies have been applied to the air-path of modern automotive diesel engines [2].

Among these technologies, EGR is very effective in suppressing the nitrogen oxides (NOx) emissions. There are three main types of EGR configuration being used: high-pressure EGR (HPEGR), low-pressure EGR (LPEGR) and dual-loop EGR (DLEGR). Among them, the HPEGR is the most widely used EGR configuration [3]. It has the advantages of simple structure and quick response in transient conditions. However, HPEGR also carries the disadvantage of a deteriorated VGT performance and difficulties in driving sufficient amount of EGR gas in high load conditions [4]. The exhaust gas is cleaner and the VGT could perform better with the help of LPEGR. However, LPEGR still suffers the disadvantages of the long pipeline and the tiny pressure difference across the loop. This leads to a slower dynamic response compared to single HPEGR during transient operations [5]. The DLEGR combines the advantages of both HPEGR and
LPEGR [6]. Thus, this configuration has been adopted recently in diesel engines for lower emissions, a quicker dynamic response and improved fuel economy.

However, the air-path of the diesel engine including the dual-loop EGR is a multiple-input, multiple-output (MIMO) system with strong non-linearity, coupling effect and delay. Engine controllers on commercial ECUs usually adopt the separate single-input-single-output (SISO) proportional–integral–differential (PID) method [7]. These characteristics make the controller calibration, especially the transient calibration process more complex and time consuming. The conventional engine calibration approach based on the design of experiments (DOE) method is facing more challenges [8][9]. Therefore, there is a need for intelligent transient calibration method for an engine’s controllers. PID tuning methods have been proposed for this in recent decades, such as the frequency domain method and the Ziegler-Nichols (ZN) method [10][11][12]. However, the major limitation of these methods is the requirement for excessive knowledge on the system’s frequency response or controller transfer functions; which makes them difficult to apply to the case of the diesel engine’s air-path. To cope with these difficulties, evolutionary algorithms have been proposed. Automotive industries have developed commercial software such as AVL CAMEO and Matlab Model-based Calibration toolbox based on Genetic Algorithm. But these software are mainly designed to calibrate static conditions and require a considerable amount of data to build the empirical model [8]. Comparing with other metaheuristic algorithms such as genetic algorithm [13]and population-based algorithm [14], the swarm intelligence algorithms have the advantages of easy implementation, less computational effort and fast convergence speed [15]. Therefore, it is widely used in controller intelligent calibration cases[16][17][18][19][20][21]. In order to further improve the convergence speed of the algorithm, accelerated particle swarm optimization (APSO) is created. The evidence shows that the APSO algorithm outperforms the PSO algorithm on multiple objective optimization issues [20][23]. However, these PSO-based algorithms may occasionally trap the particles in the local optimal position instead of a global optimal position. Thus recently, an APSO algorithm with chaotic mapping strategies (CAPSO) has emerged to enhance the result’s repeatability and get rid of the ‘local optimal’ trap [24][25][26][27]. While it is still capable of solving optimization issues rapidly. The modification applies ‘chaos’ to the attraction parameters of the standard APSO dynamically. The nature of this mapping strategy is periodicity, stochastic properties and regularity of the chaos [28].

In this paper, an intelligent transient calibration method is developed for the air-path controller of a diesel engine. This work is organized as follows: in section 2, the architecture of the diesel engine air-path and the structure of embedded real-time simulation platform are introduced. The real-time engine model is also validated. Section 3 first demonstrates and explains the proposed CAPSO-based calibration algorithm. Then follows the experimental apparatus and procedure. Section 4 validates the proposed transient calibration method via several case studies and proceeds a Monte Carlo analysis to compare the CAPSO algorithm and conventional APSO algorithm. Eventually, the conclusions are summarised in section 5.
2. System Description and Engine Modelling

2.1 Architecture of the Diesel Engine’s Air-path

Fig. 1 shows the diesel engine’s air-path, which contains a HPEGR loop, a LPEGR loop, a VGT and a charge air cooler (CAC). In this case, various amount of EGR mass flow in each loop is manipulated by the EGR valve. The HPEGR loop is between the intake manifold and the exhaust manifold. The upstream of the LPEGR loop is located after the diesel oxidation catalyst (DOC) and the diesel particulate filter (DPF); while the downstream is linked to the air inlet tube before the compressor. Both of EGR loops are equipped with EGR coolers to further cool down the exhaust gas. The mixture between the filtered fresh air and the LPEGR gas occurs at the upstream of the compressor; then the mixed gas flows through the compressor, the CAC and the intake throttle into the intake manifold, where it combines with the HPEGR gas. The boost pressure is manipulated by the VGT rack position. In this paper, both the intake throttle and the exhaust throttle keep constantly opened.

2.2 Structure of the Embedded Model

Fig. 2 Structure of the embedded engine model

The embedded model (shown in fig.2) consists of two parts which are an air-path controller and a diesel engine model.
The air-path controller adopts the conventional PI control strategy. The control strategy for the model is identical to the one used in the engine ECU. The air-path controller is divided into two sections. The first part is the boost pressure control block. The inputs are the MAP error, VGT rack position set point, engine speed and mass of fuel injection. The MAP error is calculated as the difference between the MAP setpoint and actual MAP:

\[ e_{MAP}(t) = MAP_{sp} - MAP_{actual} \]  

(1)

Based on this error signal, the MAP controller is implemented to manipulate the VGT rack position. The final output of the MAP controller involves both the feedback PI strategy and the feed-forward setpoint of the VGT rack position.

\[ VGT(t) = K_p \cdot e_{MAP}(t) + K_i \cdot \int_0^t e_{MAP}(t) \cdot dt + A_{VGT_{sp}}(t) \]  

(2)

In terms of the air mass flow controller, it is accomplished by means of combining two PI controllers together. One PI controller focuses on the MAF trajectory tracking, the other takes charge of the LPEGR fraction. The required inputs are the MAF error, LPEGR fraction error, HPEGR valve position set point, LPEGR valve position set point, engine speed and mass of fuel injection. The controller outputs are the actual HPEGR and LPEGR valve positions. The detailed structure is introduced by the following equations

\[ e_{MAF}(t) = MAF_{sp} - MAF_{actual} \]  

(3)

In this case, based on the report about the air-path controller [29], the MAF controller monitors the MAF value via a ‘virtual EGR valve’ \( EGR(t) \). The LPEGR fraction controller actuates over a splitting factor \( \kappa(t) \) that divides the virtual EGR valve signal into two different signals for both HP and LP EGR valves to keep the desired LPEGR fraction following the desire value. The equations are shown as following:

\[ EGR(t) = K_p \cdot e_{MAF}(t) + K_i \cdot \int_0^t e_{MAF}(t) \cdot dt + EGR_{sp}(t) \]  

(4)

\[ \kappa(t) = K_p \cdot e_{LPEGR fraction}(t) + K_i \cdot \int_0^t e_{LPEGR fraction}(t) \cdot dt + LPEGR_{sp}(t) \]  

(5)

\[ EGR_{sp}(t) = HPEGR_{sp}(t) + LPEGR_{sp}(t) \]  

(6)

\[ HPEGR(t) = EGR(t) \cdot \kappa(t) \]  

(7)

\[ LPEGR(t) = EGR(t) \cdot (1 - \kappa(t)) \]  

(8)

The control strategy of the diesel engine’s air path is developed in an Open-ECU, it cannot be compared with strategy in the commercial ECU. But the feed-forward control still exists in the controller. The feed-forward values of the actuator positions are included in the controller design in question 1. In this case, the feed-forward setpoint is acquired by the engine working condition (engine speed and mass of fuel consumption). They are set to the same values of the actuator positions under steady state conditions to reduce the controller complexity. Focusing on this specific problem, the proposed optimization method mainly focuses on refining the PI values.

The engine model is designed with five inputs and five outputs. The inputs are the engine speed, mass of fuel injection, VGT rack position, HPEGR valve position and LPEGR valve position. The outputs include the engine MAP, MAF, HPEGR mass flow, LPEGR mass flow and the engine torque. The detailed modelling method is introduced in the author’s previous work [30]. The validation process is presented in the following sections.
2.3 Validation of the Engine Model

In the validation process, the world harmonized light vehicle test procedure (WLTP) is conducted on both the real engine and the model. The comparison mainly focuses on the trajectories of the controller objects (MAP, MAF, LPEGR fraction) and the engine torque, which is shown in Fig.3. The model accuracy is evaluated by calculating the fitting rate and the dynamic error, the equations are defined as [31]:

\[
\text{fit}(i) = \left[ 1 - \frac{\|y_{\text{meas}} - y_{\text{model}}\|}{\|y_{\text{meas}} - \bar{y}_{\text{meas}}\|} \right] \times 100\% \quad (2)
\]

\[
\text{yerror}(i) = \frac{\text{y}_{\text{meas}}(i) - y_{\text{model}}(i)}{1/N \sum_{i=1}^{N} y_{\text{meas}}(i)} \times 100\% \quad (3)
\]

where \(y_{\text{meas}}\) is the measured output from the engine; \(y_{\text{model}}\) is the simulated output from the model; \(\bar{y}_{\text{meas}}\) is the mean value of the data sequence from the engine and ‘\(\|\|\)’ represents the Euclidean distance.

Even though the presented figure includes only part of the test cycle, the model fitting rate and the dynamic error are calculated based on the overall data. The simulation results show a fair agreement with the experimental data. The fitting rate of the engine MAP, MAF, LPEGR fraction and engine torque are 83.74%, 85.41%, 80.86% and 82.53% respectively (shown in Table 1). In terms of the dynamic error, it falls in the range of 10%, which is acceptable for engine modelling. Besides, this model is also capable of capturing most peaks and troughs of the controller objects during transient operations. It reflects the air dynamics characteristics properly. It could be concluded that this model is qualified of acting as the platform for the development of intelligent transient calibration algorithm.

**Fig. 3 Comparison between the Simulation Results and Engine Test Results of WLTP (1070s-1200s); MAP, MAF, LPEGR Fraction and torque**

<table>
<thead>
<tr>
<th>TABLE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Fitting Rate and Dynamic Error</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MAP</th>
<th>MAF</th>
<th>LPEGR Fraction</th>
<th>Engine Torque</th>
</tr>
</thead>
<tbody>
<tr>
<td>fit(i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yerror(i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. Methodology

3.1. Multiple-objective Optimization Issue

The controller contains three manipulation objects which are the engine MAP, MAF and LPEGR fraction. The calibration of the air-path controller is formulated into a multi-object optimization problem with constraints, which allows the proposed CAPSO algorithm to be applied. The calibration parameters selected in this paper are the Kp and Ki values \((K_{p,MAP}, K_{i,MAP}, K_{p,MAF}, K_{i,MAF}, K_{p,LPF} \text{ and } K_{i,LPF})\). At the beginning of the algorithm design, the search area and the cost function must be designed properly.

The multi-objective optimization process is similar to treasure hunting. The search area regulates boundaries of the calibration parameters. A wider searching range contributes to achieve more optimal results, but it also sacrifices the time consumption. It should be noticed that a full calibration of the diesel engine’s air-path controller may involve various settings.

The cost function is the criterion for the optimization algorithm, like the cost function in model predictive control. The objective function of the parameter tuning is formulated as the integrals of square error (ISE) for this case [32].

\[
ISE_i = \int_{0}^{t_e} e_i^2(t) \, dt \tag{4}
\]

where \(e_i(t) = r_i(t) - y(t)\) denotes the error value of each controller object; which represents the deviation between the desired value and the actual value of the manipulation object. The ISE value for each target is named as ISE\(_{MAP}\), ISE\(_{MAF}\) and ISE\(_{LPF}\).

So the cost function of the controller behaviour is the overall ISE value of the three control targets using the weighted sum method [33]. The final format of the cost function is:

\[
J_1 = W_1 \cdot \frac{ISE_{MAP}}{CF_1} + W_2 \cdot \frac{ISE_{MAF}}{CF_2} + W_3 \cdot \frac{ISE_{LPGR \text{ fraction}}}{CF_3} \tag{5}
\]

\[
W_1 + W_2 + W_3 = 1 \quad W_1, W_2, W_3 \in (0,1) \tag{6}
\]

where \(W_i\) is set to 0.5, \(W_2\) and \(W_3\) are set to 0.3 and 0.2 to achieve a balanced controller calibration. In this case, the three objects are equally important for the optimization problem in this case. A higher weight value indicates means it has more significant impact to the value of total cost function. But the MAP, MAF and LPEGR fraction also have affection to each other. One deteriorated optimization object will also affect the other optimization objects due to coupling effects in the air-path. For diesel engine’s air-path, the MAP value is the top-priority, which regulates the total amount of gas pumped into cylinders. So the MAP weight should be relatively larger. \(CF_1, CF_2\) and \(CF_3\) are correlation factors to assure the ISE value for each control object falls in the same scale of range.

The stability of the optimal controller is also considered in the design process of the optimization cost function. Based on the literature review on this issue, the cost function is designed in the format of ISE (integrals of square error). When the system outputs are unstable, the instability is
reflected by the cost-function value (The cost function value would increase) as the ISE calculates the integral of the squared output error. Besides, the test sequences involve various engine speed and load, which are designed to test the optimal controller’s stability under different working conditions (shown in the section of result & discussion).

3.2. Structure of the Transient Calibration Algorithm

The chaos-enhanced accelerated particle swarm optimization (CAPSO) algorithm is modified based on the conventional APSO algorithm; which is also a particle-based evolutionary optimization method. It is inspired by animal swarms in nature. Fig.4 shows the workflow of the optimization algorithm in the case of intelligent calibration of a diesel engine’s air-path controller.

The CAPSO algorithm, shown in fig.4, consists of three parts. The first part contains the settings of the initial condition, which involve the number of particles in each swarm, number of iterations and the boundary conditions to regulate the search area. The initial particles for the iteration process are generated randomly from this information provided in this block. After generating the initial particles, the iteration process begins. The cost function for each particle could be acquired by the co-simulation with the engine model. They are all stored to retrieve the current local optimum results. Then based on the agents’ current best results and optimal position of the initial particles, the positions of the particles are updated in each iteration. The position updates are based on three elements: the particle’s current position, the best position in the swarm and a random factor. This is the end of one iteration. In next iteration, this process is repeated. The iteration stops when the pre-set boundaries are achieved and the final optimal results could be presented by the solution of the last iteration.
Fig. 4 Workflow of the CAPSO Algorithm in the calibration of a Diesel Engine’s Air-path Controller

It is shown in section 3.1, the particles in the swarm are defined as:

\[ x^{(i,j)} = [K_p^{(i,j)}, K_i^{(i,j)}, K_p^{maf(i,j)}, K_i^{maf(i,j)}, K_{LP_EGR \ fraction}^{(i,j)}, K_{LPEGR \ fraction}^{(i,j)}] \]  

where \( i (1, 2, 3 \ldots N) \) is the index of the interactions, for a CAPSO algorithm that has \( N \) iterations; \( j (1, 2, 3 \ldots P) \) is the index of the particles in each swarm.

The most important part in the CAPSO algorithm is the evolution of the particles. The governing equations are shown:

\[ x^{(i+1,j)} = x^{(i,j)} + \beta (g^{(i,*)} - x^{(i,j)}) + \alpha^{(i)} \cdot r^{(i,j)} \]  

\[ \alpha^{(i)} = \alpha^{(0)} \cdot \gamma^{(i)} \]  

where \( g^{(i,*)} \) is the best position at \( i \)th interaction; \( \beta \) is the attraction parameter of the CAPSO algorithm; \( \alpha \) represents the convergence parameter that could be updated at each iteration. It is mentioned in [19] that the setting range of \( \alpha^{(0)} \) falls between 0.5 and 1; \( \gamma \) falls between 0 and 1. In this case, \( \alpha^{(0)} = 0.9 \) and \( \gamma = 0.8 \) are chosen for the controller intelligent tuning; \( r^{(i,j)} \) is a random movement of the particle inside its searching area. The value of \( \beta \) affects the convergence speed of the CAPSO algorithm and it is between 0 and 1. When \( \beta = 1 \), the convergence speed will
remain stationary and move towards to the current best location directly. If \( \beta = 0 \), the convergence speed becomes too low. The conventional APSO algorithm keeps \( \beta \) at 0.5 as a constant value. [34] Even though this setting could work effectively, the optimization results still change slightly. Therefore, a variable setting of \( \beta \) value in each iteration is needed to help the particles escape from the local best results. Thus, chaotic mapping strategies have been adopted. The chaotic mapping strategy used here is the logistic mapping strategy [35]. The equation is shown below:

\[
\beta^{(i+1)} = \alpha \cdot \beta^{(i)} \cdot (1 - \beta^{(i)})
\]

where \( \alpha \) is set to 0.4 and the initial value of \( \beta \) equals 0.7 for this case. The author’s previous work shows the biggest advantage of this strategy is the high dispersion of the randomly generated number [36].

Both alpha and beta values are the parameters to update the particle’s position. Beta is a randomly generated number between 0 and 1, which will affect the convergence speed between each particle and the local best result. Alpha is the coefficient which determines the random move of each particle. The optimization problem in this case is solved offline, which means there is no strict limitation on the computational time. The alpha value will decrease gradually to make sure the results are converged. The settings of alpha and beta are not relevant to the engine load conditions. It will only affect the algorithm’s performance.

### 3.3. Transient Calibration System

Fig. 5 shows the structure of the transient calibration system. This system contains three parts which are the embedded optimization module, ECU interface and the engine test bench. The embedded optimization module is formulated by the engine model and the transient calibration algorithm (introduced in section II C and section III A). The calculated results of the calibration algorithm would be transmitted into the ECU interface. The ECU interface plays the role to replace the ECU calibration by the results from the embedded optimization module. The model-based optimization results could be validated by the tests on a real engine and the test bench data is helpful for developers to further improve the accuracy of the engine model.
3.4. Experimental Apparatus and Procedure

The engine validation process is performed on a 4-cylinder turbocharged diesel engine equipped with common-rail direct injection system. More information of the engine specification is summarized in Table 2.

<table>
<thead>
<tr>
<th>SPECIFICATION</th>
<th>Engine Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine</td>
<td>Four-cylinder Diesel Engine</td>
</tr>
<tr>
<td>Bore</td>
<td>83mm</td>
</tr>
<tr>
<td>Stroke</td>
<td>92mm</td>
</tr>
<tr>
<td>Displacement Volume</td>
<td>1993ml</td>
</tr>
<tr>
<td>Maximum Torque</td>
<td>430 Nm (1750-4500rpm)</td>
</tr>
<tr>
<td>Maximum Power</td>
<td>132 Kw (4000rpm)</td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>15.5</td>
</tr>
</tbody>
</table>

The engine fuel consumption is measured by an AVL fuel meter (AVL 735). The fuel temperature is maintained at ambient condition at 25 °C by the conditioning system (AVL 753C). In each test sequence, the engine fully warmed up and the intake air temperature is also maintained at ambient condition. The fuel injection system follows the same calibration in each test. The whole engine test bench is operated and monitored by PUMA system from AVL. The PUMA system sends the demand dyno speed and pedal position to the dynamometer while the recorded test bench signals (such as engine torque) are sent back to PUMA. The ECU signals are collected by the ETAS INCA through CAN interface. The communication between AVL PUMA and ETAS INCA is established by ASAM3 protocol through Ethernet cable. The recorded data includes the engine speed, mass of fuel injection and all measurable parameters in the engine air-path. The detailed schematic diagram of the engine test bench is shown in Fig.6.
4. Results and Discussion

4.1. Comparison between CAPSO and Conventional APSO Algorithm

In this paper, the proposed CAPSO calibration algorithm is upgraded from conventional APSO algorithm. The evaluation should consider not only case studies of the engine transient scenarios but also the algorithm itself. Hence, the comparison on convergence speed, Monte Carlo analysis and the reputation evaluation between the two algorithms based on one case study are presented in the following paragraphs.
Fig. 7 presents the trajectory of the intelligent tuning results using the standard APSO and CAPSO algorithm. The settings of the algorithms are introduced in section 3. It can be seen that both the CAPSO and APSO algorithms converge to stable controller parameters within 25 iterations. The result in the figures above indicate that the CAPSO algorithm could achieve smaller values of both the total cost function and the sub cost function, which is able to obtain better controller performance. However, it should be noticed that due to the chaotic mapping strategy in the CAPSO algorithm, the trajectories have greater randomness than the standard APSO algorithm. This characteristic ensures the CAPSO has a wider searching range in each iteration and avoids trapping in the best local results. No matter whether the conventional APSO algorithm or the CAPSO algorithm is used, they all involve random number generation. This means that the performance of the two algorithms could not be fully revealed through one single attempt. Thus, a repeatability test and statistical analysis should be taken into consideration.

For the above purposes, a Monte Carlo analysis is carried out to evaluate the performance of the CAPSO and APSO algorithms. Each algorithm is operated 20 times with uniformly distributed random initial values. Table 3 shows the mean value and the standard deviation of the cost function using the CAPSO and APSO algorithms.

<table>
<thead>
<tr>
<th></th>
<th>MEAN VALUE</th>
<th>CAPSO</th>
<th>APSO</th>
<th>STANDARD DEVIATION</th>
<th>CAPSO</th>
<th>APSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Cost Function</td>
<td>5.163</td>
<td>5.387</td>
<td></td>
<td>0.139</td>
<td>0.213</td>
<td></td>
</tr>
<tr>
<td>MAP</td>
<td>6.479</td>
<td>6.813</td>
<td></td>
<td>0.128</td>
<td>0.241</td>
<td></td>
</tr>
<tr>
<td>MAF</td>
<td>5.753</td>
<td>5.748</td>
<td></td>
<td>0.554</td>
<td>0.568</td>
<td></td>
</tr>
<tr>
<td>LPEGR Fraction</td>
<td>3.173</td>
<td>3.481</td>
<td></td>
<td>0.296</td>
<td>0.341</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows that the both the total cost function values and the cost function’s standard deviation using the CAPSO algorithm is smaller than that using the standard APSO algorithm. The total cost function through the CAPSO tuning process is 4.1% less than that through the
APSO tuning. The average cost function values of the engine MAP and LPEGR fraction are also decreased by 4.9% and 8.8%; which means more smooth trajectories of the controller objects could be acquired. Due to the existence of the random factors in both types of the algorithms, it is essential to consider the deviation of the optimization results. A smaller standard deviation value indicates that results could fall into a tiny range, which is helpful to increase the possibility of obtaining the optimal controller parameters in one time. The standard deviation of the CAPSO algorithm is only 0.139; while the APSO algorithm would enlarge it to 0.213. This is mainly caused by the significant difference on the MAP and LPEGR fraction cost function.

4.2. Investigation of Weight Tuning on the Calibration Results

Fig. 8 Pareto Frontier for Different Weight Value Settings

Fig. 8 shows the Pareto front of the optimization results as the weighting is adjusted in a specific range. The red dots in the figure are the collected test data and the blue part shows the generated surface. One phenomenon is that if one weight value is set to some extreme conditions (extremely large or extreme small values), the cost function values for the other two optimization objects also get larger as it compares with other weight settings. For example, when the MAP and MAF trajectories are deteriorated, the cost function value and trajectory tracking performance are worse. Another phenomenon is the coupling effect inside the diesel engine’s air-path, there is a trade-off between three optimization objects. The characteristic of the slow dynamic response in the LPEGR loop is also reflected in the figure. Regardless of the weight settings, the cost function value of the LPEGR fraction falls in a smaller range when compares with other optimization objects. The figure indicates the diesel engine’s air path is more sensitive to the MAF and MAP weight settings. In this case, when the MAF and MAP weights are set between 0.3 and 0.4, the total cost function value achieves its minimum level.

4.3. Test Bench Validation

To validate the results of the proposed CAPSO algorithm on the test bench, a transient sequence is selected as an example. The engine speed is maintained at constant values and the mass of fuel injection follows stepped changes. This kind of scenario is suitable for engines on the test bench and could be seen in numerous studies on engines’ transient behaviors.
Fig. 9 Trajectories of Engine Parameters using CAPSO Calibration Algorithm by Engine Tests

Fig. 9 shows the test results obtained from the engine test bench. The trajectories selected are the three controller objects and the engine torque. The engine working condition is set at 1500 rpm with a stepped change of fuel injection from 15 to 30 mg/stroke. It can be seen from the first three figures that the overshoot and settling time of the controller objects are successfully reduced. It is known that the key elements for NOx formation are high combustion temperature and the overdosed amount of air [37]. The sudden increased fuel injection at 10s would obviously raise the temperature inside the cylinder. The higher overshoot of the MAF trajectory at this moment using the original calibration also provides an excessive amount of air for NOx formation; so it is foreseeable that the NOx spike at these moments would be larger than that using the transient intelligent calibration. The MAF value is also closely linked to diesel engines’ particulate emissions because the conditions for particulate formation are an over-rich air-fuel mixture and low combustion temperature [38]. The larger overshoot of the MAF trajectory at 12.5s in Fig.8 provides a low level of MAF value and it contributes to the PM increment. Besides, a 0.78% reduction of the accumulated BSFC is still observed via the test bench validation. According to the findings in the author’s previous work, the proper controlled VGT and HPEGR play a dominating role [30]. The engine pumping mean effective pressure (PMEP) is successfully reduced which increases the brake torque generation of the engine.

To demonstrate the stability of the optimal control results, the trajectories of the actuators are shown in Fig.10. It can be seen from the figure that the trajectories of the HPEGR valve, LPEGR valve and VGT are all stabilized using the CAPSO calibration algorithm.
4.4. Case Study of Engine Transient Calibration

The capability of proposed CAPSO calibration algorithm has been proved by the figures shown in the previous paragraphs. It should be noticed that several other factors such as the actuators’ delay would also affect the calibration results. Only one test sequence is not adequate. To test the transient calibration method in a wider range of the engine’s working conditions, several other transient cases are selected and demonstrated, which involve various engine speed and mass of fuel injection. The designed test sequences are shown in Table 4.

<table>
<thead>
<tr>
<th>ENGINE SPEED</th>
<th>MASS OF FUEL INJECTION</th>
<th>TRANSIENT PERIOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500 rpm</td>
<td>15-20 mg/stroke</td>
<td>0.1s</td>
</tr>
<tr>
<td></td>
<td>15-40 mg/stroke</td>
<td>0.1s</td>
</tr>
<tr>
<td>2000 rpm</td>
<td>15-20 mg/stroke</td>
<td>0.1s</td>
</tr>
<tr>
<td></td>
<td>15-40 mg/stroke</td>
<td>0.1s</td>
</tr>
</tbody>
</table>

Fig. 11 shows that the refined tuning of the controller parameters using the CAPSO calibration algorithm could reduce the system response time, overshoot and settling time among all cases. The averaged reductions on system overshoot and settling time are 59.9% and 35.4%. In the control
point of view, the dynamic performance of the diesel air-path is improved. With the help of the proper controlled engine’s air-path, more optimal fuel economy is also acquired. The averaged reduction of fuel consumption is 0.91%. The trajectories of the engine torque are shown in Fig.12.

**Fig. 11 Trajectories of Engine Parameters under Various Transient Scenarios using CAPSO Calibration Algorithm and Original Calibration: (a) 1500rpm 15-20 mg/stroke; (b) 1500rpm 15-40 mg/stroke; (c) 2000rpm 15-20 mg/stroke; (d) 2000rpm 15-40 mg/stroke**
5. Conclusions

A new engine transient calibration method based on the CAPSO algorithm has been developed. The unique part of the algorithm is the chaotic mapping strategy, which contributes to finding the global optimum controller parameters. The engine performance with different tuning results has been obtained via case study. The repeatability test is also conducted to evaluate the proposed CAPSO algorithm. The conclusions are summarized as follows:

1. The proposed intelligent calibration algorithm could optimize the transient behaviour of the engine’s air-path under various working conditions. The overshoot and the settling time of the controller objects are reduced 59.9% and 35.4% respectively, compared with the baseline engine.

2. With the more optimal calibration, an improved engine fuel economy is obtained. The case studies of engine indicate that the transient calibration method obtains decrement of the accumulated fuel consumption by at least 0.83%, which is a significant reduction for internal combustion engines.

3. The proposed CAPSO algorithm outperforms the conventional APSO algorithm. The Monte Carlo analysis shows that the CAPSO algorithm achieves a 4.1% lower value of the optimization object than the conventional APSO algorithm. It is found in the repeatability test that the standard deviation of the optimization object using CAPSO algorithm is also 65.2% smaller than that using conventional APSO algorithm.

The real-time model of the diesel engine’s air path in this research provides sufficient interfaces for further optimization via control strategy design. In terms of the multiple-objective optimization issue, the proposed method could also contribute to the calibration of controller with other strategies such as model predictive control and fuzzy logic control.
Fig. 12 Trajectories of Engine Torque under Various Transient Scenarios using CAPSO Calibration Algorithm and Original Calibration: (a) 1500rpm 15-20 mg/stroke; (b) 1500rpm 15-40 mg/stroke; (c) 2000rpm 15-20 mg/stroke; (d) 2000rpm 15-40 mg/stroke
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