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\textbf{ABSTRACT}

Within the wind engineering community, a series of physical simulators of differing geometries have been used to investigate the flow-field of tornado-like vortices. This paper examines the influence that the geometry of a simulator can have on the generated flow field. Surface pressure and velocity data have been measured for two swirl ratios ($S = 0.30$ and $S = 0.69$) in two different simulators of different scale and varying geometry. The results of this research suggest that far from being a mature research field, there are still many unresolved questions that need to be addressed before data obtained from such simulators can be used with confidence in practice.
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\textbf{1. INTRODUCTION}

In recent years, increasing attention has been paid to the effects of non-stationary, non-synoptic winds with downbursts [1 - 3] and in particular tornadoes generating much significant research [4]. The latter is perhaps not too surprising when one considers the impact of such winds. For example, in 2011 North America experienced one of the most destructive tornado seasons with approximately 1600 tornado outbreaks reported and the total damage exceeding $28bn$ [5]. Considerable tornado losses also occur elsewhere around the world but not necessarily as frequently or to such an extent. The transient and violent nature of such events ensures that obtaining full-scale data at a resolution of interest to wind engineers is fraught with challenges. However, a number of excellent full-scale datasets have been obtained despite the aforementioned difficulties [6 – 14]. Unfortunately, the expense of obtaining such data and the spatial resolution of the flow field, i.e., at heights considerably larger than average low-rise buildings, prevent their general adoption in the wind engineering community, although this is slowly changing [15]. As a result, recourse is often made to physical and numerical simulations, with the former typically preceding the latter.

Hence, a variety of large (> 10m in diameter), medium (~ 2m-5m) and small (< 1m) scale physical simulators purporting to generate tornado-like flow fields have been used to investigate a variety of tornado related issues [16 - 24]. The vast majority of these simulators embody the principles initially developed by Ward [16], i.e., a tornado-like wind is created by generating a circulation in the presence of a suction updraft. Surprisingly, relatively little has been reported concerning the geometry of such simulators, with most new simulators having a large degree of geometric similarity.
Davies-Jones [25] undertook a simple dimensional analysis of a Ward-type simulator and highlighted six non-dimensional parameters of potential importance. The following four define the geometry of the simulator:

\[ 2H_1/D_3 = G_a \]  
\[ H_2/D_1 = G_b \]  
\[ D_2/D_1 = G_c \]  
\[ D_3/D_1 = G_d \]

where \( H_1 \) and \( D_3 \) are the height of the convergence chamber and the diameter of the updraft hole, respectively. \( H_2 \) and \( D_1 \) are the height of the convection chamber and the diameter of the convergence chamber, and \( D_2 \) is the diameter of the convection chamber. Exact locations of the aforementioned geometric variables are also illustrated in figure 1. A factor of two was introduced in equation (1) because the ratio between convergence chamber height and updraft radius (\( D_3/2 \)) is frequently referred to as the aspect ratio (Eq. 1). Notwithstanding this, of the parameters listed in equations (1 – 4), over the years the main geometric parameter which has tended to be kept constant as new simulators were constructed is the aspect ratio (Eq. 1). Intuitively, one would expect the aspect ratio to play a major role in governing the generated flow field [26]; however, whether it is appropriate to elevate this parameter (Eq. 1) over the others (Eq. 2 – 4) is debatable and is investigated below. It also needs to be mentioned that there are other parameters that have not been taken into account, such as the design or the number of guide vanes, which could potentially affect the generated vortex flow structure.

![Fig. 1 An illustration of (a) the medium-scale (M1) and (b) the small-scale (S1) tornado-like vortex generator. \( H_i \) and \( D_i \) show the height and diameter of the convergence chamber, \( H_2 \) and \( D_2 \) show the height and diameter of the convection chamber and \( D_3 \) is the diameter of the updraft hole](image)
Davies-Jones [25] acknowledged that the generated flow field is not simply a function of the geometric parameters but also a function of the volume flow rate through the simulator and the circulation at a certain location in the simulator. As a result, two additional non-dimensional parameters have received attention in the literature, i.e., the Reynolds number, \(Re\) (Eq. 5) and a parameter which describes the effect of rotation on the flow field - the swirl ratio, \(S\), (Eq. 6).

\[
Re = \frac{2Q}{\nu D}\quad (5)
\]

\[
S = \frac{\tan(\alpha)}{2g_a}\quad (6)
\]

where \(Q\) is the volume flow rate through the simulator, \(\nu\) is the kinematic viscosity of air and \(\alpha\) is the guide vane angle relative to the radial velocity component.

Equation (6) is adopted in this research since it is the version which also has been widely used in Ward-type simulators and thus is helpful in undertaking relative comparisons between such simulators. It is acknowledged that such a definition raises a number of challenges, not least determining the equivalent full-scale value. Notwithstanding the issues that exist regarding the swirl ratio definition, the swirl ratio is generally accepted as an important parameter for tornado-like simulations and its effect on the generated vortex flow field has been investigated thoroughly [16 - 18, 21 - 25, 27 - 30].

Using a medium-scale simulator of fixed geometry and a small-scale simulator of variable geometry (Figure 1), this paper will investigate the influence of the simulators’ varying geometric parameters on the simulation of tornado-like vortices. Section 2 of the paper outlines the experimental methodology, whereas section 3 presents results. Concluding remarks are given in section 4, which state that the approach (adopted by many) of ‘simply’ matching the aspect ratio and swirl ratio is insufficient to ensure flow field parity between vortices generated in different simulators.

In keeping with the work of previous authors, the investigation contained herein focuses on the behaviour of mean flow variables. However, it is acknowledged that tornadoes are non-stationary phenomenon and when simulated physically, a degree of non-stationarity often attributed to vortex wandering [e.g. 31] has been observed. Nevertheless, and as shown below, the importance of the geometric parameters in equations (1 - 4) can be observed through examining the mean flow parameters alone.

2. EXPERIMENTAL METHODOLOGY

2.1. Tornado-like vortex simulators

Figure 1 provides a schematic of the two Ward-type simulators used in the current research. The medium-scale simulator (\(M1\)) has a total height \((H_1 + H_2)\) of 3m and a convergence chamber diameter of 3.6m. The small-scale simulator (\(S1\)) has a variable height between 0.4m – 0.7m (depending on setting, i.e., \(H_2\) is variable) and a convergence chamber diameter of 0.9m. In both cases, angular momentum is introduced by guide vanes around the convergence chamber, which
can be set to different angles. By changing the guide vane angle (\( \alpha \)), the vorticity in the flow can be altered and different vortex structures can be generated. The geometric configurations of \( M1 \) and \( S1 \) result in an aspect ratio of \( G_a = 2 \) (Table 1a). It is noted that the aspect ratio is relatively large compared to the aspect ratios of simulators at Western University [22], Texas Tech University [19, 24] and Iowa State University (18). However, the tornado simulator at Purdue University [32] and the original Ward simulator [16] allow the simulation of tornado-like vortices with similar aspect ratios.

In order to investigate whether geometric parameters defined by equation (2 – 4) influence the generated tornado-like flow field, eight simulations have been undertaken (details of which are given in table 1), in order to evaluate:

\( T1 \) the effect of the simulator’s geometry with constant aspect ratio and swirl ratio. In this case, the aspect ratio was fixed at 2 and the medium-scale (\( M1 \)) and small-scale simulator (\( S1 \)) were used.

\( T2 \) the effect that the convection chamber may have on the simulation. In this case, the convection chamber height (\( H_2 \)) of the small-scale simulator was reduced from \( H_2 = 0.40m \) (\( S1 \)) to \( H_2 = 0.25m \) (\( S2 \)) to \( H_2 = 0.10m \) (\( S3 \)), whilst all other geometric lengths were kept constant.

Geometric parameters listed in equations (1 – 4) are presented in table 1a for the medium-scale (\( M1 \)) and the small-scale simulators (\( S1 – S3 \)). In all cases, the flow fields of two swirl ratios (\( S = 0.30 \) and \( S = 0.69 \)) are investigated. It is noted that for this research the swirl ratio is defined based on the guide vane angle (Eq. 3) but a detailed investigation regarding the swirl ratio and its alternative definitions is presented in section 3.1.3. Over the small range of the Reynolds numbers investigated (Table 1b), no Reynolds number dependency was found and as such is not considered further.

**Table 1: Overview of non-dimensional geometric (a) and dynamic (b) parameters for the simulations undertaken**

<table>
<thead>
<tr>
<th></th>
<th>( G_a )</th>
<th>( G_b )</th>
<th>( G_c )</th>
<th>( G_d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M1 )</td>
<td>2</td>
<td>0.56</td>
<td>0.86</td>
<td>0.28</td>
</tr>
<tr>
<td>( S1 )</td>
<td>2</td>
<td>0.44</td>
<td>0.67</td>
<td>0.33</td>
</tr>
<tr>
<td>( S2 )</td>
<td>2</td>
<td>0.27</td>
<td>0.67</td>
<td>0.33</td>
</tr>
<tr>
<td>( S3 )</td>
<td>2</td>
<td>0.11</td>
<td>0.67</td>
<td>0.33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( Re \cdot 10^5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M1 )</td>
<td>10.1 ( S = 0.30 ) 9.1 ( S = 0.69 )</td>
</tr>
<tr>
<td>( S1 )</td>
<td>2.9 ( S = 0.30 ) 2.4 ( S = 0.69 )</td>
</tr>
<tr>
<td>( S2 )</td>
<td>2.6 ( S = 0.30 ) 2.2 ( S = 0.69 )</td>
</tr>
<tr>
<td>( S3 )</td>
<td>2.7 ( S = 0.30 ) 2.6 ( S = 0.69 )</td>
</tr>
</tbody>
</table>

**2.2. Normalisation**
Circumferential \((u_\theta)\), radial \((u_r)\) and vertical \((u_z)\) velocity components are normalised by a reference wind speed \((u_{\text{ref}})\) which is based on the volume flow rate \((Q)\) measured across the updraft diameter \(D_3\) of the simulators divided by the corresponding area of the updraft. Surface pressures \((p)\) of corresponding simulations are normalised by the corresponding dynamic pressure \((p_{\text{ref}})\) which is based on \((u_{\text{ref}})\). Radial and vertical distances are normalised by the updraft diameter \((D_3)\) and the convergence chamber height \((H_1)\), respectively. Table 2 provides a list of relevant parameters required for the normalisation of the simulations conducted in \(M1, S1, S2\) and \(S3\) for \(S = 0.30\) and \(S = 0.69\).

<table>
<thead>
<tr>
<th>(Q) [m(^3)/s]</th>
<th>(u_{\text{ref}} = 4Q / (\pi D_3^2)) [m/s]</th>
<th>(p_{\text{ref}} = \frac{1}{2} \rho u_{\text{ref}}^2) [Nm(^2)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S = 0.30)</td>
<td>(S = 0.69)</td>
<td>(S = 0.30)</td>
</tr>
<tr>
<td>(M1)</td>
<td>7.6</td>
<td>6.9</td>
</tr>
<tr>
<td>(S1)</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>(S2)</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>(S3)</td>
<td>0.6</td>
<td>0.6</td>
</tr>
</tbody>
</table>

### 2.3. Measurement setup and data quality

The pressure data were measured on the ground plane along two mutually perpendicular lines denoted as \(x\) and \(y\) (Figure 1) every 0.01s for a period of 60 seconds using a Multi-Channel-Pressure-System manufactured by Solution for Research Ltd. Surface pressure taps are distributed along these lines with a spacing of 0.01m and 0.05m from the simulator’s centre up to a distance of 0.15m and 0.75m for the small-scale simulators \((S1 – S3)\) and the medium-scale simulator \((M1)\), respectively.

Point velocity measurements were obtained every 0.01s for a period of 80 seconds using a Cobra Probe (TFI instrumentation – Series 100 Cobra Probe) which was mounted to a two-axis traverse system inside the simulators. This traverse system enabled the probe to be positioned with an accuracy of \(\pm 1\) mm at nine heights \((z)\) above the simulator’s surface \((0.01\) m, \(0.03\) m, \(0.05\) m, \(0.07\) m, \(0.10\) m, \(0.13\) m, \(0.15\) m, \(0.17\) cm and \(0.20\) m) in the small-scale simulators \((S1 – S3)\) and nine heights above the simulator’s surface \((0.01\) m, \(0.05\) m, \(0.10\) m, \(0.15\) m, \(0.20\) m, \(0.25\) m, \(0.30\) m, \(0.40\) m, \(0.50\) m) in the medium-scale simulator \((M1)\). The corresponding radial spacing of measurement positions from the centre of each convergence chamber up to a distance of 0.18m (small simulator) and 0.60m (medium simulator) was 0.010m and 0.025m, respectively. Whilst the Cobra Probe was supported by a relatively small traverse system, every effort was made to minimise its impact, with the main supporting section being located at a distance greater than the corresponding convergence chamber height from the measurement location. The actual size of the traverse system in \(M1\) and \(S1\) was \(\sim 10^3\) smaller than the size of the convergence chambers. However, it is acknowledged that there could be an impact on the flow (similar to most systems in boundary layer wind tunnels). In an attempt to quantify the potential influence of the system, a series of pressure measurements were undertaken for a variety of swirl ratios with and without the system in place. No noticeable effect was observed on the measured data.
In order to evaluate potential differences in the simulations, it is important to account for experimental uncertainties. The experimental uncertainty is a combination of uncertainties due to measuring a finite time series (statistical uncertainty), operator error such as probe and guide vane angle positioning (repeatability) and the uncertainty of the measurement device itself. A detailed explanation of different uncertainties for measurements conducted in M1 can be found in Gillmeier et al. [23]. A similar methodology was followed for velocity and surface pressure measurements in S1 – S3 and for the sake of clarity are briefly outlined below.

In this research, pressure transducers (HCLA12X5DB) with a typical uncertainty of ±5 Nm\(^{-2}\) were used. The Cobra Probe is accurate to within ±0.5 m/s for the velocity vector up to a turbulence intensity of ~30%. Therefore, positions with a turbulence intensity greater than 30% are excluded from the comparison analysis. Furthermore, the Cobra Probe can measure velocity data greater than 2 m/s within a cone of influence of ±45°. These limitations can have a direct influence on the measured data. For example, if the recorded data quality (defined as the percentage of velocity samples of a measured time series which are greater than 2 m/s and have an angle of attack less than ±45°) is less than 100%, then this can introduce a bias in the calculated velocity vector – the lower the data quality the greater the potential bias. To minimize the bias in time averaged velocities, only those positions with a data quality of greater than 80% were accepted for the comparison analysis. This threshold is assumed to provide a suitable compromise between data quality and quantity.

In order to assess the statistical uncertainty, convergence tests were conducted for 600 seconds at the core radius (R) of corresponding simulations. (i.e., at the radial distance (r) and height (z) at which the overall maximum circumferential velocity component occurs). For surface pressures, convergence tests were conducted at the centre of the simulators. It was observed that after 60 seconds, the uncertainty in determining time-averaged surface pressures decreased to below ±6% and ±1% of the time-average obtained after 600 seconds in all simulations for \(S = 0.30\) and \(S = 0.69\), respectively. For velocity measurements, an averaging time of 80 seconds allows to determine circumferential and vertical velocities with an uncertainty below ±2% for all simulations. Statistical uncertainties of radial velocity components are approximately ±3% and ±0.5% for \(S = 0.30\) and \(S = 0.69\), for all simulations.

The measurement repeatability is analysed in form of a distribution of all possible differences of repetition measurement datasets. Surface pressure and velocity measurements were repeated five times along the radial profile at the surface and at a height of \(z = 0.01 m\) for each swirl ratio. The standard deviation (\(\sigma\)) of the corresponding distributions was chosen as a representative measure to evaluate the repeatability (Table 3). It was found that the repeatability is swirl ratio dependent. Furthermore, for \(S = 0.30\) the repeatability of surface pressure measurements seems to be dependent on the radial distance. For that reason, a repeatability dependent on \(r\) is introduced for the surface pressures obtained with \(S = 0.30\) since a uniform value would highly underestimate the repeatability of measurement positions close to the vortex centre, and highly overestimate the repeatability for positions further away from the vortex centre. Therefore, in table 3, the repeatability of surface pressure measurements for the lowest swirl ratio is given for normalised radial locations of \(r/D_3 \leq 0.1\) and larger than 0.1.

Table 3: Repetition uncertainties for velocity components (a) and surface pressures (b) in M1, S1, S2, S3 and for \(S = 0.30\) and \(S = 0.69\)
In what follows, the measurement repeatability is used to quantify the experimental uncertainty since statistical and device uncertainties are assumed to be reflected within the uncertainty given by the repeatability. Therefore, the repeatability is assumed to provide a reasonable estimate for the experimental uncertainties.

3. RESULTS

To assess the influence of the simulator’s geometry and corresponding geometric changes, in this section, flow field and surface pressure data obtained in M1, S1, S2, and S3 are compared. The very nature of the experimental equipment and the scale of the generator prevents in some cases a detailed knowledge of the flow structure across the entire flow field. As a result, for some simulations presented below, the complex flow structure inside the vortex could not be captured in detail. However, sufficient data has been gathered which we postulate enables a relative comparison of flow fields and as a result provides an insight into the question at hand, i.e., does the geometry of the simulator influence the generated tornado-like flow field?

3.1. SIMULATIONS IN S1 AND M1

3.1.1. The flow fields

The 3-D mean velocity fields obtained in S1 and M1 for $S = 0.30$ and $S = 0.69$ are shown in figure 2.
Figure 2 highlights a number of similarities, e.g., for both swirl ratios in S1 and M1, the circumferential velocity component increases towards the vortex core radius and reaches the overall maximum close to the surface. In S1, for the lower swirl ratio ($S = 0.30$) the core radius of the simulated vortex is approximately defined as $r/D_3 = 0.2$, whereas for the same swirl ratio in M1, the vortex core radius extends to about $r/D_3 = 0.1$. For the larger swirl ratio ($S = 0.69$) the core radius increases to a normalised radial distance equal to approximately $r/D_3 = 0.3$ in both simulators. Figure 2 also reveals a strong radial inflow close to the simulator’s surface up to the position where the corresponding overall maximum of the circumferential velocity component occurs. This flow behaviour was found to be present for both swirl ratios in both simulators. 

Figure 2a shows that for $S = 0.30$ in S1, radial inflow is dominant inside the vortex core (i.e., $r/D_3 \leq 0.2$) and for normalised heights $z/H_1 < 0.3$. This finding, in combination with the radial outflow from the vortex centre at larger normalised heights ($z/H_1 > 0.3$) could lead to the conclusion of a flow structure similar to what might be expected for a ‘vortex breakdown’. For the larger swirl ratio, a central outflow is observed for all heights in S1 (Figure 2b). This is a flow behaviour similar to what is expected in a two-celled vortex structure.

The 3-D velocity field obtained in the medium simulator (M1) for $S = 0.30$ shows tentative evidence
to suggest the presence of a counter-clockwise rotating cell near the surface close to the vortex
centre covering a normalised area of approximately $0.1 \times 0.1$ (Figure 2c). At greater heights, the
vortex core is dominated by radial inflow and updraft, which turns into a downdraft at a normalised
height of $z/H_1 = 0.6$, potentially suggesting a second counter-clockwise rotating cell in the vortex
core at greater heights. With increasing swirl ratio ($S = 0.69$) in $M1$, a downdraft is detected in the
vortex centre, which seems to feed into the radial outflow observed at the lowest height (Figure
2d). This describes a flow structure, which might be expected for a two-celled vortex. However,
the central downdraft is directed slightly towards the simulator’s centre, which in general is not
expected in a ‘typical’ two-celled vortex; however, was also observed by Haan et al. [18] for a high
swirl ratio.

### 3.1.2. The effect of the simulator’s geometry on the flow field ($T1$)

In order to allow a representative comparison between flow fields simulated in $S1$ and $M1$, flow
characteristics at equal relative heights ($z/H_1$) are compared in this section. Table 4 illustrates that
for each comparison two heights are determined ($z_1$ and $z_2$) which lead to the same relative heights
in simulator $S1$ and $M1$.

Figure 3 illustrates the radial profile of circumferential (a), radial (b) and vertical (c) velocity
components obtained in $S1$ and $M1$ for $S = 0.30$ (1) and $S = 0.69$ (2) at corresponding relative
heights given in table 4.

<table>
<thead>
<tr>
<th></th>
<th>$S1$</th>
<th>$M1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_1$ [m]</td>
<td>0.03</td>
<td>0.10</td>
</tr>
<tr>
<td>$z_2$ [m]</td>
<td>0.15</td>
<td>0.50</td>
</tr>
<tr>
<td>$z_1/H_1$</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>$z_2/H_1$</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 4: Absolute ($z$) and relative ($z/H_1$) heights for the comparison of flow fields simulated $S1$ and $M1$ for $S = 0.30$ and $S = 0.69$.
Fig. 3 Radial profile of mean circumferential (a), radial (b) and vertical (c) velocity components obtained in $S_1$ and $M_1$ for $S = 0.30$ (1) and $S = 0.69$ (2) at corresponding relative heights ($z/H_1$). Figure 3 shows differences larger than the corresponding experimental uncertainty (defined in table 3) between the flow fields obtained in $S_1$ and $M_1$ for both swirl ratios. In what follows, differences between velocity components obtained in different simulators will be presented in the following form: $(\delta u_x = |u_x(r,z)/u_{ref}^{S_1} - u_x(r,z)/u_{ref}^{M_1}|)$. Circumferential velocity components obtained in $S_1$ and $M_1$ for the smaller swirl ratio ($S = 0.30$) differ significantly at radial distances $< 0.3$ $r/D_3$ for both heights investigated (Figure 3a1). In this flow region, circumferential velocity components were found to be larger by approximately $0.2\delta u_\theta$ in $M_1$ compared to $S_1$. Figure 3b1 reveals differences between the radial profile of radial velocity components in $S_1$ and $M_1$. For the lowest height investigated, differences of approximately $0.1\delta u_r$ can be observed. Those differences originate from the radial inflow, which extends further in $M_1$ compared to $S_1$. At the larger relative height ($z/H_1 = 0.5$) and at a radial distance of $r/D_3 = 0.1$, a weak central outflow can be detected in $S_1$, whereas radial inflow seems to dominate the flow field in $M_1$. Vertical velocity components obtained in $M_1$ for $S = 0.30$ differ only at the lower height investigated (Figure 3c1). At this height ($z/H_1 = 0.1$) and at a radial distance of $r/D_3 = 0.2$, vertical velocities are found to be larger by $0.2\delta u_z$ in $M_1$ compared to $S_1$. This is the case because the maximum vertical updraft occurs at smaller radial distances in $M_1$ compared to $S_1$. 
For $S = 0.69$, circumferential velocity components reveal differences of up to $0.2\delta u_\theta$ at a flow region around the vortex core ($0.2 < r/D_3 < 0.4$) for both heights investigated (Figure 3a2). The region of maximum circumferential velocities is not as well defined in $SI$ compared to $MI$, which leads to a relatively uniform distribution of circumferential velocities around the vortex core in $SI$. Differences observed between radial velocities in $SI$ and $MI$ are small and therefore, are largely masked by the experimental uncertainty (Figure 3b2). Only at the lowest height investigated ($z/H_1 = 0.1$), the weak radial inflow present in $MI$ and the weak radial outflow observed in $SI$ causes differences larger than the measurement uncertainty of approximately $0.1\delta u_r$. Largest differences between vertical velocity components in $SI$ and $MI$ are obtained at radial distances $< 0.2r/D_3$ for both heights investigated (Figure 3c2). In this region, the flow field at the lowest height ($z/H_1 = 0.1$) differs by about $0.15\delta u_z$, whereas differences in the larger height are $0.05\delta u_z$. Observed differences can be explained by the downdraft captured in $MI$ which extends to approximately $r/D_3 = 0.2$, whereas in $SI$ the downdraft occurs at radial distances closer to the simulator’s centre.

When highlighting those differences between flow fields simulated in different simulators but aspect ratio and swirl ratio parity, the question arises, whether, the swirl ratio defined based on the guide vane angle (Eq. 6) might not be a representative parameter to determine the similarity of flow characteristics. In order to address this question in more detail the following section analyses swirl ratios defined at different locations in the generated flow fields.

### 3.1.3. The swirl ratio of flow fields simulated in $SI$ and $MI$

In this section, swirl ratios are calculated for the flow fields simulated in $SI$ and $MI$ using the following equations:

\[
S_2 = \frac{\Gamma_{\text{average}}(r=D_3/2) D_3}{4Q} \tag{7}
\]

with \(\Gamma_{\text{average}}(r=D_3/2) = \frac{1}{N} \sum_{i=1}^{N} (\Gamma_{(r=D_3/2)})_i\)

\[
S_3 = \frac{\Gamma_r D_3}{4Q} \tag{8}
\]

\[
S_4 = \frac{\Gamma_r R}{2Q} \tag{9}
\]

Here, \(\Gamma(r)\) is the circulation \((\Gamma(r) = 2\pi r u_\theta(r))\), \(N\) is the number of measurement heights in the corresponding simulator and \(i\) represents an individual measurement height.

The definition adopted in equation (7) is based on the height average of swirl ratios at \(r = D_3/2\) and is identical to the swirl ratio used by Tang et al. [24]. Equation (8) is similar to the definition adopted by Refan and Hangan [22], whereas Haan et al. [18] introduced equation (9).

The difference between the definitions shown in equations (6 and 7) and equation (8) is that the length scale in the numerator of \(S_3\) (Eq. 8) is not identical to the radial distance at which the circulation is estimated. Furthermore, it needs to be mentioned that the swirl ratio defined in equation (6) is the only swirl ratio (from those presented) that is independent from any direct
velocity measurement and that swirl ratios defined by equations (7 – 9) are calculated based on parameters (such as $\Gamma$ and $R$) which are dependent on parameters defined in equations (1 – 6).

An overview of corresponding swirl ratio values for the flow fields obtained in $S1$ and $M1$ is presented in table 5.

Table 5: Swirl ratios ($S$ and $S_2 – S_4$) defined at different locations in the flow fields of $M1$ and $S1$

<table>
<thead>
<tr>
<th>Figure</th>
<th>$S$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S1$</td>
<td>2a</td>
<td>0.30</td>
<td>0.35</td>
<td>0.30</td>
</tr>
<tr>
<td>$M1$</td>
<td>2c</td>
<td>0.30</td>
<td>0.38</td>
<td>0.28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Figure</th>
<th>$S$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S1$</td>
<td>2b</td>
<td>0.69</td>
<td>0.81</td>
<td>0.62</td>
</tr>
<tr>
<td>$M1$</td>
<td>2d</td>
<td>0.69</td>
<td>0.82</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Because of the forced aspect ratio and guide vane angle parity between both simulators, $S$ is identical (Table 5a and 5b).

Table 5 illustrates that for both flow fields in both simulators, $S_4$ shows the lowest and $S_2$ the highest swirl ratio. The reason for this can be found in the numerators of equations (9 and 7). Since the circulation is proportional to the radial distance, $S_2$ and $S_4$ are proportional to the square of the radial distance. Consequently, $S_4$ is calculated at relatively small radial distances ($r = R$) and $S_2$ is calculated at relatively large radial distances ($r = D_3/2$). Since, $S_3$ is defined based on a combination of $R$ and $D_3/2$ (Eq. 8) its value lies in-between the values obtained for $S_2$ and $S_4$ (Table 5).

In order to determine whether swirl ratio parity between flow fields simulated in $S1$ and $M1$ is given regardless of the adapted definition, the accuracy with which each swirl ratio can be determined needs to be quantified. For $S$ (Eq. 6), a possible source of uncertainty is the accuracy with which the guide vane angle can be adjusted. For $S_2$, the uncertainty is partly determined by the uncertainty of the circumferential velocity component. For $S_4$ the uncertainty of $R$ is an additional limitation for the swirl ratio’s accuracy. As a result of those uncertainties, the swirl ratios presented in equations (6 – 8) are only accurate to one decimal place. The accuracy of the swirl ratio defined in equation (9) is even lower. With this additional information, table 5 reveals that swirl ratio parity is given for both flow fields investigated in $S1$ and $M1$, regardless of which definition for the swirl ratio is used. This finding suggests that the geometric differences of both simulators are the cause of observed differences between the flow fields.

Additionally, it is noted that swirl ratios presented here are calculated based on time-averaged quantities of the circulation and the flow rate and therefore, conclusions can only be drawn with respect to the time-averaged flow behaviour. The instantaneous flow field of two vortices of similar swirl ratio may differ significantly. Furthermore, all swirl ratio definitions presented in this section focus on the similarity between circumferential velocity components. Therefore, no conclusion can be drawn regarding the similarity of radial and vertical velocity components.
3.1.4. The effect of the simulator’s geometry on the surface pressure field (T1)

Figures 4 illustrates surface pressure distributions that arise as a result of the two flow fields investigated in S1 and M1 for S = 0.30 and S = 0.69, respectively. In general, it can be observed that surface pressure distributions obtained for S = 0.30 (Figure 4a) increase at a faster rate from the vortex centre towards larger radial distances compared to S = 0.69 (Figure 4b). Despite the suggested central downdraft for S = 0.69 in S1 and M1, the surface pressure distribution of the corresponding vortex does not show the expected two-celled vortex structure near the simulator’s centre. A potential reason for this could be that the effect of the downdraft on surface pressure measurements is too small to be captured compared to the effect of the circumferential velocity component.

Figure 4a highlights that despite of the observed flow field differences between vortices simulated in S1 and M1 for S = 0.30, surface pressure distributions are in good agreement and small differences lie within the experimental uncertainty. The same applies for surface pressure distributions of the larger swirl ratio for radial distances > |0.2r/D3| (Figure 4b). However, around the vortex centre, a pressure deficit which is smaller by about 0.5δp is observed in M1 compared to S1 (δp = \(|p(r,z=0)/p_{ref}^{S1} - p(r,z=0)/p_{ref}^{M1}|\)).

3.2. SIMULATIONS IN S1, S2 AND S3

3.2.1 The effect of the convection chamber height on the flow field (T2)

In this section, the effect of changing the convection chamber height (H2) in the small generator (whilst keeping other geometric parameters and the swirl ratio defined in equation (6) constant) is investigated.
Fig. 5 Mean 3-D velocity fields in S2 and S3 for $S = 0.30$ and $S = 0.69$. The normalised circumferential velocity component is shown as contour and the 2-D vector field indicates the vector based on the radial and vertical velocity component.

The 3-D velocity fields obtained in S2 (where the convection chamber height is reduced by $\sim 38\%$) and S3 (where the convection chamber height is reduced by $\sim 75\%$) for both swirl ratios are shown in figure 5. Also, for those simulations a number of similarities can be highlighted. For all simulations conducted in S2 and S3, radial outflow dominates the vortex core, which feeds into an updraft at a radial distance approximately equal to the corresponding vortex core. This flow behaviour appears to become more distinct with decreasing $H_2$, irrespective of the swirl ratio. In both simulators (S2 and S3) for the lower swirl ratio ($S = 0.30$) the core radius is approximately defined at $r/D_3 = 0.2$. For the larger swirl ratio ($S = 0.69$) the vortex core size increases to a normalised radial distance equal to approximately $r/D_3 = 0.3$ (Figure 5a2 and 5b2). Furthermore, the relatively strong radial inflow close to the surface up to the position where the overall circumferential velocity maximum occurs (shown in figure 2a and 2b) appears to weaken with decreasing $H_2$ (Figure 5). For $S = 0.30$, the strong radial outflow and updraft observed in the vortex core of S2 and S3 suggests that the downdraft in S1, which seems to terminate aloft a stagnation point at a normalised height of approximately $z/H_1 = 0.3$ (Figure 2a), lowers and reaches the surface of simulator S2 and S3 (Figure 5a and 5c). The overall flow structure for all simulations for the larger swirl ratio suggests a vortex structure similar to what might be expected in a two-celled vortex (Figure 2b, 5b and 5d). The radial outflow inside the vortex core obtained in S1, S2 and S3 suggests a central downdraft.
For more details, differences between circumferential, radial and vertical velocity components at equal relative heights \((z/H_1)\) in the simulators are shown in figure 6. Table 6 provides an overview of heights investigated.

### Table 6: Absolute \((z)\) and relative \((z/H_1)\) heights for the comparison of flow fields simulated \(S1, S2\) and \(S3\) for \(S = 0.30\) and \(S = 0.69\)

<table>
<thead>
<tr>
<th></th>
<th>(S1)</th>
<th>(S2)</th>
<th>(S3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(z_1 [m])</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>(z_2 [m])</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>(z/H_1)</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>(z/H_1)</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>
Fig. 6 Radial profile of circumferential (a), radial (b) and vertical (c) velocity components obtained in S1, S2 and S3 for S = 0.30 (1) and S = 0.69 (2) at the corresponding relative heights (z/H1).

Figure 6a1 illustrates that circumferential velocity components obtained for S = 0.30 differ significantly at radial distances < 0.2 r/D3 (Figure 6a1). Differences of about 0.3 δ𝑢𝑢𝜃𝜃 can be observed between vortices simulated in S1 and S3 at z/H1 = 0.5. For S = 0.69 (Figure 6a2), the radial profiles of circumferential velocity components reveal differences of up to 0.2 δ𝑢𝑢𝜃𝜃 and 0.1 δ𝑢𝑢𝜃𝜃 around the region of maximum circumferential velocities for z/H1 = 0.5 and z/H1 = 0.03, respectively.

Differences larger than the experimental uncertainty are also found for radial velocity components (Figures 6b1 and 6b2). For S = 0.30, the radial outflow at radial distances < 0.2 r/D3 increases significantly with decreasing H2 (Figure 6b1). Differences of up to 0.3 δ𝑢𝑢𝑟𝑟 are found when comparing S1 with S2, and a comparison between S1 with S3 reveals differences of approximately 0.4 δ𝑢𝑢𝑟𝑟. In addition, at r/D3 = 0.3, a decrease in radial inflow can be observed with decreasing H2 at the lower height (z/H1 = 0.03). For the larger swirl ratio (S = 0.69, Figure 6b2), a reduction of H2 by 75% seems to cause differences of about 0.2 δ𝑢𝑢𝑟𝑟. Although, differences between the flow fields of the lower swirl ratio seem to be more distinct, a similar trend can perhaps be inferred for radial velocity components of the larger swirl ratio.

Figures 6c1 and 6c2 illustrate that the vertical updraft around the corresponding vortex core region intensifies with decreasing H2 for both swirl ratios. For the lower swirl ratio (S = 0.30), this causes
differences of up to $0.15\delta u_z$ between $S1$ and $S2$, and up to $0.3\delta u_z$ between $S1$ and $S3$ at $z/H_1 = 0.5$ and $r/D_3 = 0.1$ (Figures 6c1). For the larger swirl ratio, differences are more distinct at the lower height (Figure 6c2). In this case, differences of about $0.1\delta u_z$ and $0.15\delta u_z$ are found when comparing results obtained at $r/D_3 = 0.25$ in $S1$ to $S2$ and $S3$, respectively.

3.2.2 The effect of the convection chamber height on the surface pressure field ($T2$)

The radial profiles of surface pressures measured in $S1$, $S2$ and $S3$ for $S = 0.30$ (a) and $S = 0.69$ (b) are presented in figure 7. Figure 7 reveals that despite of flow field differences highlighted for $S = 0.30$, the surface pressure distributions illustrated in figure 7a seem to be largely unaffected by the changes of $H_2$. The surface pressure distribution of the larger swirl ratio on the other hand (Figure 7b) shows significant differences for most radial distances. In particular around the vortex centre, differences of about $1.5\delta p$ are illustrated between surface pressure distributions measured in $S2$ and $S3$.

4. CONCLUDING REMARKS

Based on this analysis, the following main conclusions can be drawn:

- Time averaged velocity and surface pressure data have been presented and illustrate (in keeping with previous work) that the swirl ratio has an effect on the vortex size, pressure distribution and velocity characteristics.

- Velocity and surface pressure characteristics of vortices generated in simulators of different geometry and scale, but with swirl ratio and aspect ratio parity can differ significantly. Based on this, it is suggested that ensuring aspect ratio and swirl ratio parity between different simulators is not sufficient to generate similar vortices with similar velocity and surface pressure characteristics, i.e. not surprisingly, all boundary conditions govern the flow.

- Flow field and surface pressure characteristics of tornado-like vortices appear also to be a function of the convection chamber height.
• It was found that the effect of the simulator’s geometry on the flow and surface pressure field can be swirl ratio dependent.

• It has been shown that an agreement between surface pressure distributions is not sufficient to conclude flow field similarity.
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