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OPTIMAL ASSIGNMENTS WITH SUPERVISIONS

ADI NIV, MARIE MACCAIG, AND SERGEĬ SERGEEV

Abstract. In this paper we provide a new graph theoretic proof of the tropical Jacobi
identity, recently obtained in [AGN18]. We also develop an application of this theorem
to optimal assignments with supervisions. That is, optimally assigning multiple tasks
to one team, or daily tasks to multiple teams, where each team has a supervisor task
or a supervised task.

Keywords: Optimal assignment problem, tropical algebra, weighted graphs, compound
matrix, permanent.

AMSC: 05C17; 05C22; 05C38; 05C50; 05E15; 15A15; 15A24; 15A80; 90B80.

1. Introduction

The tropical semiring Rmax is the set R ∪ {−∞} of real numbers formally joined
with −∞, equipped with the additive operation a⊕b = max{a, b} and the multiplicative
operation a � b = a + b (for all a, b ∈ Rmax). In this language, the tropical permanent
of a matrix A ∈ Rn×n

max is

per(A) =
⊕
π∈Sn

⊙
i∈[n]

Ai,π(i) = max
π∈Sn

∑
i∈[n]

Ai,π(i),

and σ ∈ Sn is an optimal permutation if per(A) =
⊙

i∈[n]Ai,σ(i) =
∑

i∈[n]Ai,σ(i). Here

[n] = {1, . . . , n} and Sn is the set of all permutations on [n].
For A ∈ Rn×n

max we denote by A[I, J ] or AI,J ,where I ⊂ [n], J ⊂ [n], the |I| × |J |
submatrix of A with rows in I and columns in J . Given I ⊆ [n] we denote by Ic the
complement of I (so that I ∪ Ic = [n] and I ∩ Ic = ∅).

The tropical adjoint adj(A) of A ∈ Rn×n
max is defined by adj(A)i,j = per(A{j}c,{i}c),

i.e.
(∑

i∈[n]Ai,π(i)
)
−Aj,i for some permutation π ∈ Sn such that π(j) = i and such that

it is optimal among all such permutations.
Motivated by Butkovič’s combinatorial interpretations of various objects in tropical

algebra (see [But03]), and in particular, since optimal permutations are associated to the
optimal assignment problem, we ask whether there exists an interpretation to tropical
identities, focusing on Jacobi identity, using some form of ‘partial assignment problem’
and/or ‘multiple assignment problem’.

The tropical Jacobi identity of a matrix A, if per(A) = 0, states that the permanent
of a k × k submatrix of adj(A) is either equal to or surpasses the permanent of the
corresponding (n − k) × (n − k)-submatrix of A. This tropical identity was obtained
in [AGN18], motivated by the classical Jacobi identity described in [FJ11, Section 1.2].

The first author was supported by INRIA postdoctoral fellowship and the Chateaubriand grant.
The second author was supported by a public grant as part of the Investissement d’avenir project,

reference ANR-11-LABX-0056-LMH, LabEx LHM..
The third author was supported by EPSRC Grant EP/P019676/1.
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The digraph associated with the permanent of A describes the well known optimal
assignment problem in the sense that per(A) provides the weight of optimal permu-
tations in the digraph associated with A. When we consider the digraph associated
with adj(A)i,j, we are optimizing over permutations in Sn with a single edge removed.
In this language, we provide a graph theoretic proof of a tropical analogue of the Jacobi
identity, by showing that the weight of an optimal permutation of the digraph associated
with a k×k submatrix of adj(A) either equals to the weight of the optimal permutation
of the digraph associated with the corresponding (n− k)× (n− k)-submatrix of A, or
there exist at least two such optimal permutations.

Motivated by this graph theoretic proof, we study the optimal assignment problem
under a given condition or requirement that a person i performs a fixed assignment j,
whose cost/profit is out of consideration and would later be considered as the supervisor
assignment.

We develop applications to team assignments, where supervision needs to take place.
Thus we show that the Jacobi identity is closely related to optimizing multiple tasks,
involving multiple teams, daily assignments, supervisor assignment or supervised as-
signments.

2. Preliminaries

We provide some known graph theory definitions, as well as define ways to represent
multiple assignments as series of perfect matchings.

2.1. Basic definitions.

Definition 2.1. A digraph (or directed graph) is an ordered pair G = (VG, EG) where
VG is a set whose elements are called nodes (or vertices), and EG is a set of ordered
pairs of vertices, called directed edges (or arcs), allowing loops.

The number of edges terminating (resp. originating) at v ∈ VG is denoted by deg−(v)
(resp. deg+(v)). The source (resp. target) of an edge e ∈ EG is denoted by s(e)
(resp. t(e)). The edge e may also be denoted by (vi, vj) if vi = s(e), vj = t(e). A
graph is called simple if it does not have multiple edges.

A multigraph is a (di)graph which is permitted to have multiple edges that have the
same end nodes. Thus two vertices may be connected by more than one edge. We say
two multigraphs are equal if they have the same edge set, counting multiplicities.

Definition 2.2. A bipartite graph H = (VH,1, VH,2, EH) is a nondirected graph such
that i ∈ VH,1 if and only if j ∈ VH,2 for every (i, j) ∈ EH . The number of edges exiting
v ∈ VH,1 ∪ VH,2 is denoted by deg(v). We say H is equally partitioned if |VH,1| = |VH,2|.
The complete bipartite graph, denoted Km,n is the bipartite graph

G = ([m], [n], E) : E = {(u, v) : u ∈ [m], v ∈ [n]}.
A star is the complete bipartite graph K1,k, denoted as STk.

Definition 2.3. A graph (resp. digraph, and in particular multigraph) G = (V,E) is
k-regular if deg(v) = k (resp. deg+(v) = deg−(v) = k), ∀v ∈ V.

Definition 2.4. A path in a digraph G = (V,E) is a sequence of nodes and edges,
P = (v1, e1, v2, e2, . . . , en−1, vn) such that, for all i ∈ [n−1], ei = (vi, vi+1). In particular,
s(P ) = s(e1) = v1, t(P ) = t(en−1) = vn. If v1 = vn, then P is closed. If P is a path
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in which all intermediate nodes are distinct, and different from its source and target,
then P is elementary and denoted by (v1, v2, . . . , vn) (when clear which edges are used).
The length of a path `(P ) = n− 1 is the number of its edges. A cycle is an elementary
closed path, denoted by (v1, v2, . . . , vn−1, v1).

Definition 2.5. Let G = (V,E) be a graph and E ′ ⊆ E. The subgraph of G induced
by E ′ ⊆ E is the subgraph G′ = (V (E ′), E ′), where V (E ′) ⊆ V denotes the set of
endpoints (sources and targets when G is a digraph) of E ′.

Definition 2.6. If G = (VG, EG) and H = (VH , GH), then G+H = (VG]VH , EG]EH)
is called the disjoint union graph. The graph kG is formed of k disjoint copies of G.

Definition 2.7. We say G = (V,E) is a k-bipartite graph if

E =
k⊎
r=1

Er,

where Br = (Ur, Vr, Er), Ur, Vr ⊆ V, ∀r ∈ [k] are bipartite graphs. We say G is equally
partitioned if |U1| = · · · = |Uk| = |V1| = · · · = |Vk|.

The graph G is disjoint-k-bipartite if G = B1 + · · · + Bk. The graph G is star-
k-bipartite if {Br}r∈[k] are glued at a common vertex set: Vr = V, ∀r ∈ [k], and G
may be denoted by (U1, . . . , Uk, V, E). The graph G is path-k-bipartite if {Br}r∈[k] are
concatenated : Vr = Ur+1, ∀r ∈ [k − 1], and G may be denoted by (U1, . . . Uk+1, E).

The number of edges exiting v ∈ Vr towards Vr−1 (resp. Vr+1) is denoted by degt(v)
(resp. degs(v)).

Lemma 2.8. There exists a one-to-one correspondence from the set of digraphs with n
nodes onto the set of equally partitioned bipartite graphs with 2n nodes.

Proof. Let (VG, EG) be a digraph, and (VH,1, VH,2, EH) be an equally partitioned bipar-
tite graph. We define the correspondence by duplicating the set VG: vi ∈ VH,1, ui ∈
VH,2, ∀i ∈ VG, which function as the sets of sources and targets respectively. That is,
(vi, uj) ∈ EH , ∀(i, j) ∈ EG. This correspondence is of course one-to-one and onto. �

Lemma 2.9. There exists a one-to-one correspondence between all equally partitioned
k-bipartite graphs.

Proof. Straightforward, using their Br-presentations. �

Example 2.10. See Figure 1. The bold edges correspond to the digraph on top and will
be recalled later on.

2.2. Definitions related to assignment problems. Let Sn denote the set of per-
mutations on [n], and SI,J denote the set of bijections from I ⊆ [n] to J ⊆ [n] (that is,
|I| = |J |). Recall that the zero element 0 of Rmax is −∞, the unit element 1 of Rmax is
0, and for A ∈ Rn×n

max the max-plus permanent is given by

per(A) = max
π∈Sn

∑
i∈[n]

Ai,π(i).

We recall the correspondence between weighted simple digraphs and square matrices.
Let G = (V,E,w) be a weighted digraph, where w(e) denotes the weight of the edge
e ∈ E. For an n×n matrix M , we associate a weighted simple digraph GM = ([n], E, w),
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U1 U2 = V1 U3 = V2 V3

1

2

3

4

5

6

1 2

6 3

5 4

∼=

U1 U2

V = V1 = V2 = V3

U3

1 2 3 4 5 6

Figure 1. Correspondence between path-3-bipartite and star-3-bipartite

where for all Mi,j 6= 0, (i, j) ∈ E with w(i, j) = Mi,j. Conversely, for a weighted simple
digraph G = ([n], E, w) we associate an n× n weight matrix MG, where

Mi,j =

{
w(i, j) ; if (i, j) ∈ E,
0 ; otherwise.

See for instance the correspondence in Figure 2 between the 3× 3 matrix M and the
weighted simple digraph G with node-set [3], where the edge-value denotes its weight.
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1 2

3

M1,1

M3,2

M1,2

M2,1

M3,1
M1,3

M1,1 M1,2 M1,3

M2,1 0 0

M3,1 M3,2 0

M = MG=

G = GM

Figure 2. Associated square matrix and simple weighted digraph

To a max-plus product P of entries of M ∈ Rn×n, we assign a sub-digraph with the
set of edges EP (multiplicities allowed) that correspond to the entries in the max-
plus product, and the set of nodes V (EP ). In particular, we have the bijection-
subdigraph G =

(
V (Eπ), Eπ

)
, where π ∈ SI,J , corresponding to the max-plus product

P =
⊙

i∈[I]Mi,π(i), and satisfying deg+(v) = deg−(u) = 1, ∀v ∈ I, u ∈ J.
Thus, in the sense of Lemma 2.8, G corresponds to a 1-regular bipartite graph B,

where VB,1 = I, VB,2 = J , which is a perfect matching. The set of permutations of
maximal weight in M (or optimal permutations of M), denoted by

ap(M) = {π ∈ Sn : per(M) =
⊙
i∈[n]

Mi,π(i)},

is identical to the set of optimal solutions to the assignment problem in the graph
corresponding to the digraph associated with M .

Example 2.11.

(1) Every non-0 (max-plus) summand
⊙

i∈[n]Mi,π(i) in the permanent of M may be
assigned with the permutation-subgraph of GM

V (Eπ) = [n], Eπ = {(i, π(i)) ∀i ∈ [n]}.

(2) The upper-right bipartite subgraph and bold perfect matching in Figure 1, cor-
respond to the digraph and its bold permutation in Figure 3

5

3 4

6 1 2

Figure 3. A digraph and its permutation subgraph
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Definition 2.12. We say that a bipartite graph H is perfect if

deg(v) = 1 ∀v ∈ VH,1 ∪ VH,2.
A disjoint-k-bipartite graph G = (V,E) is perfect if deg(v) = 1 for all v ∈ V (G). Con-
sequently, a path-k-bipartite or star-k-bipartite graph is called perfect if it corresponds
to a perfect disjoint-k-bipartite graph.

Formally, a path-k-bipartite graph H = (V1, . . . , Vk+1, E) is perfect if

deg+(v) = deg−(u) = deg+(u) = deg−(w) = 1, ∀ v ∈ VH,1, u ∈
⋃

`∈[k−2]

VH,`+1, w ∈ VH,k ,

and a star-k-bipartite graph G = (U1, . . . , Uk, V, EG) is perfect if for every i ∈ [k]

deg(u) = 1, ∀u ∈ Ui.

The following proposition is a result of Lemma 2.8, Hall’s Marriage Theorem [Slo02]
and Proposition 3.17, [IR11].

Proposition 2.13. A k-regular digraph (and in particular multigraph) corresponds
to a perfect k-bipartite graph, and its edge-set is the disjoint union of edge-sets of k
permutation-subgraphs.

The correspondence is demonstrated in Figure 4.

1 2

3

∼=

1

2

3

∼=
1 2 3

Figure 4. Correspondence between 3-regular digraph and perfect 3-bipartites.

Definition 2.14. Let G = ([n], E) be a k-regular multigraph, and let

E =
⊎
i∈[k]

Eρi , ρi ∈ Sn

be the disjoint union of edge-sets of k permutation-subgraphs Gi = ([n], Eρi) of G. We
say G is (`, k)-regular with respect to {Ij, Jj : |Ij| = |Jj| = k ∀j ∈ [`]} if there exist
ei1 , ..., ei` ∈ Eρi ∀i ∈ [k] such that(

V (Eπj), Eπj = {e1j , ..., ekj}
)
, j ∈ [`], πj ∈ SIj ,Jj

are ` disjoint bijection-subgraphs. (In particular |Eπj | = k, ∀j ∈ [`].) We denote

G =
(
[n],

⊎
i∈[k]

Eρi , {πj}j∈`
)
.
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Example 2.15.

(1) The digraph in Figure 4 is (1, 3)-regular with respect to I = J = [3], where
π = (1 2) is constructed from red edge (1, 2), blue edge (2, 1) and black loop
(3, 3), as indicated by green edges in Figure 5. This is a special case where
n = k.

1 2

3

∼=

1

2

3

∼=

1

2

3

1

2

3

1

2

3

∼=

1

2

3

∼=
1 2 3

Figure 5. (1, 3)-regular.

(2) If G =
(
[n],
⊎
i∈[k]Eρ

)
for some ρ ∈ Sn, then for every I ⊆ [n] : |I| = k, the

digraph G is (k, k)-regular with respect to I = Ij, J = Jj, ∀j ∈ [k], where

πj = π = ρ|I ∈ SI,J , ∀j ∈ [k].

It is also (n− k + 1, k)-regular with respect to

Ij = {t+ j − 1 : t ∈ [k]} , Jj = {ρ(t+ j − 1) : t ∈ [k]}, j ∈ [n− k + 1],

where
Eπj+1

=
{

(j + k, ρ(j + k))
}⊎

Eπj \
{

(j, ρ(j))
}
.

(3) A filled Sudoku table represents an (`, k)-regular digraph, with respect to I =
J = [9], where n = k = ` = 9.

The rough idea behind Example 2.15 part (1) is to present a set of assignments of
people to jobs, using permutations over multi-digraphs. Observing Figure 5, this can
be applied in different equivalent ways. For instance, assigning different sets of jobs to
the same team, or the same set of jobs to different teams, as described by the lower-
right star-3-bipartite graph. One may assign a team of experienced workers to tutor
new workers, which 6 months later will tutor newer workers, and so on, as described
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by the lower-left path-3-bipartite graph. In this paper, we consider assigning the same
set of jobs, to the same team over a given time interval, as described in the middle-
upper multi-digraph, or assigning different jobs to different teams, as described in the
right-upper disjoint-3-bipartite graph.

Additionally, we want to be able to consider assignments performed under some
restrictions. That is, for a single assignment relating to GA, one edge is fixed, and we
consider all perfect matchings including this edge.

Definition 2.16. Let A ∈ Rn×m
max . We denote by A∧k ∈ R(nk)×(mk )

max the max-plus kth

compound matrix of A defined by

A∧kI,J = max
σ:I→J
bijection

∑
i∈I

Ai,σ(i) ∀I ⊆ [n] and J ⊆ [m] : |I| = |J | = k.

In particular, A∧1 = A, A∧0 = 1 and per(A) = A∧n is the max-plus permanent of A
when n = m. In this case we denote by adj(A)i,j = A∧n−1{j}c,{i}c the (i j) entry of the

max-plus adjoint of A.

For a non-0 product of concatenating entries of M ∈ Rn×n

P = Mj1,j2 �Mj2,j3 � · · · �Mjk,jk+1
,

the edge-set of the digraph G =
(
V (EP ), EP

)
corresponds to a path

p = e1 · · · ek : s(ei) = ji, t(ei) = ji+1 ∀i ∈ [k]

of length l(p) = k, from s(p) = s(e1) = j1 ∈ V (EP ) to t(p) = t(ek) = jk+1 ∈ V (EP ),
and with weight w(p) =

⊙
i∈[k]w(ei, G). When it is clear which matrix we are using we

may just write w(p).
We decompose a bijection ρ ∈ SI,J (and in particular, when I = J , a permutation)

into disjoint cycles whose set is denoted by C, and elementary paths whose set is denoted
by P . This corresponds to the restrictions ρ|s(p), s(p) ∈ I, where

s(p) = {j ∈ I : s.t. ρm(s(p)) = j for some m ∈ N}.
The quotient set {

s(p) : p is a cycle or an elementary path of ρ
}

={
s(p) : ρm(s(p)) ∈ I,∀m ∈ N

}︸ ︷︷ ︸
corresponds to C

∪
{
s(p) : ∃mp ∈ N s.t. ρmp(s(p)) 6∈ I

}︸ ︷︷ ︸
corresponds to P

is the partition of I corresponding to the source-nodes of the disjoint cycles and paths
of ρ. Moreover, a bijection-subgraph G′ =

(
V (Eρ), Eρ

)
⊆ G = ([n], E) satisfies

Eρ = {e ∈ E : t(e) = ρ(s(e)) ∀s(e) ∈ I} , deg+(i) = deg−(ρ(i)) = 1 ∀ρ(i) ∈ J, i ∈ I,
and

w(ρ) =
⊙
s(p)

⊙
s(e)∈s(p)

w(e) =
⊙
s(p)∈C

w(p)
⊙
s(p)∈P

w(p), where ρmp(s(p)) =

{
s(p), s(p) ∈ C
t(p), s(p) ∈ P .

(That is, over Rmax, the weight of a permutation is the sum of weights of its disjoint
cycles and paths, which is the sum of weights of its edges).
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In particular, every elementary path (resp. cycle) is a bijection (resp. permutation)
from its set of source-nodes to its set of target-nodes, and can be extended to a bijection
J c ∪ I −→ Ic ∪ J (resp. permutation in Sn) by composing it with the loops

e : s(e) = t(e) = j, ∀j ∈ Ic ∩ J c (resp. j ∈ Ic).

Every bijection ρ ∈ SI,J can be extended to a permutation π ∈ SI∪J by defining

π(j) =

{
ρ(j) , j ∈ I
s(p) , j = t(p) ∈ J \ I

.

In the same way, every permutation π ∈ SI = SI,I can be reduced to a bijection
ρ ∈ SJ,K , J,K ⊆ I : K = {π(j) : j ∈ J} by defining ρ = π|J .

We note that a path p from s(p) to t(p) can be decomposed into (not necessarily
disjoint) cycles and an elementary path from s(p) to t(p).

Definition 2.17. Let I, J ⊆ [n] such that |I| = |J | = k. We say that π ∈ Sn
is an optimal permutation in a simple digraph G = ([n], E) weighted over Rmax, if
w(π) ≥ w(τ) ∀τ ∈ Sn, or equivalently

per(MG) =
∑
i∈[n]

(MG)i,π(i).

We say that σ ∈ SI,J is an optimal bijection with respect to I, J in G if w(σ) ≥ w(ρ) ∀ρ ∈
SI,J , or equivalently

(MG)∧k
I,J

=
∑
i∈I

(MG)i,σ(i).

We say that
(
[n],
⊎
i∈[k]Eρi , σ

)
is an optimal (1, k)-regular multigraph of G with respect

to I, J if (∑
i∈[k]

w(ρi)

)
− w(σ) ≥

(∑
i∈[k]

w(ρ′i)

)
− w(σ′),

for every (1, k)-regular multigraph
(
[n],
⊎
i∈[k]Eρ′i , σ

′) of G with respect to I, J . Equiv-
alently(

adj(MG)
)∧k
J,I

=
∑
i∈I

(
adj(MG)

)
σ(i),i

, where
(
adj(MG)

)
σ(i),i

=
∑
j∈{i}c

(MG)j,ρi(j).

Note that, the rough idea here is to represent a set of assignments of people to jobs.
In the assignment problem for example, we have a matrix A associated with a digraph
GA = ([n], EG) on which we find an optimal permutation π, which can equivalently be
viewed as a perfect matcing in a bipartite graph B = ([n], [n], EB) corresponds to GA.
We want to extend this to the problem of multiple assignments. Trivially k assignments
can be represented as M1 +M2 + · · ·+Mk where each Mr, r ∈ [k] is a perfect matching.
These can also be viewed as a perfect k-bipartite graph, or specific versions of a perfect
star/path/disjoint-k-bipartite graph.

More importantly, we want to be able to consider assignments performed under some
restrictions. That is, for a single assignment relating to GA, one edge is fixed (in some
to-be-defined way), and we consider all perfect matchings including this edge.
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3. Combinatorial interpretation of the compound matrix of the
tropical adjoint

We describe a new form of the assignment problem whose solutions are given by
entries of the compound matrix of the tropical adjoint.

Given is a set of n workers and n assignments. The entries of a matrix M ∈ Rn×n
max

represent the value of person i performing assignment j. This value could, for example,
be the negative cost of the assignment, the negative time taken, the persons experience
level of performing the job, or some function of multiple factors.

The usual assignment problem finds an assignment of people to jobs which maximises
the value. The assignment problem can be solved in O(n3) [Mun57] time by the Hun-
garian Algorithm [Kuh55] which transforms to a non-positive matrix B = D1⊗M⊗D2,
D1, D2 diagonal. This transformation preserves the set of permutations of maximum
weight and B additionally has the property that every permutation π of maximum
weight satisfies Bi,π(i) = 0,∀i.

Suppose that, within a workplace, the same n jobs have to be performed each day,
and one person is required to perform each task (possibly using specialist equipment).
Additionally, a supervisor wishes to observe, or train, a subset of his employees on
various tasks/pieces of equipment throughout the week. On each day he will observe
one worker and one task.

Then, a set of k assignments of workers to tasks is required which additionally has
the property that, in each assignment, a different worker i ∈ I performs a different task
j ∈ J .

Definition 3.1. We define k assignments with supervisions I on J to be permutations
π1, . . . , πk ∈ Sn with a supervision τ : I → J with τ(it) := jt,∀t ∈ [k] with the property
that πt(it) = jt,∀t ∈ [k].

Remark 3.2. Obviously, for a week of assignments where there is one supervision per
day we set k = 5. We can generalise from weekly to daily/hourly and so on by changing
the value of k.

Example 3.3. Let I = {1, 3, 6} and J = {2, 3, 5}. Shown in Figure 6 is a set of three
assignments π1, . . . , π3 ∈ S6 with the property that, distributed over the assignments is
a permutation τ ∈ S3 representing the supervisions.

Given that the supervisor has deemed it necessary that each worker i ∈ I performs
one of the tasks j ∈ J , it is accepted that the full assignment of people to jobs may not
be optimal under this condition (for example if the supervisor wishes to train a worker
i for job j, the worker won’t have experience of this job, and the value Mi,j will be
low). Thus, we aim to optimise the value of all other assignments throughout the week,
ignoring the value of the supervisions I on J . This leads to the following definition.

Definition 3.4. Let M ∈ Rn×n
max . The base value of k assignments ρt for t ∈ [k] with

supervisions (it, jt) ∈ I × J defined by a bijection σ : I → J is the weight of the
(1, k)-regular multigraph

(
[n],
⊎
t∈[k]Eρt , σ

)
∑
t∈[k]

(
w(ρt,M)−Mit,σ(it)

)
=

k∑
t=1

∑
i6=it

Mi,ρt(i).
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Figure 6. 3 Assignments with supervisions {1, 3, 6} on {2, 3, 5}.

Example 3.5. The base value for the 3 assignments with supervisions shown in Figure 6
is

(M1,3 +M2,1 +M4,4 +M5,6 +M6,2)

+(M2,2 +M3,4 +M4,1 +M5,6 +M6,5)

+(M1,4 +M2,1 +M3,3 +M4,5 +M5,6).

Observation 3.6. The optimal (with respect to M) base value of k assignments with
supervisions I on J is equal to the weight of optimal (1, k)-regular multigraph with
respect to I and J , which is⊕

σ∈SJ,I

w(σ, adj(M)J,I) = [adj(M)]∧kJ,I .

Notation 3.7. Solution of an optimization problem is in general non-unique, and so is (in
general) the solution of the optimal assignment problem associated with any particular
entry of adj(M). Below we will indicate the presence of multiple optimal solutions to
this problem by the superscript •, being inspired by [BCOQ92, Gau92].

Notation 3.8. For a bijection β : I → J we will also use the notation

β = (i1, j1), (i2, j2), . . . , (ik, jk)

where β(it) = jt for t ∈ [k].

Example 3.9. Let

M =


0 1 −2 −4
−3 0 5 2
−5 4 0 6
−1 −6 3 0

 , then adj(M) =


9 10 6• 12
10 9 5• 11
5 6 2 6•

8 9 5 9

 .

Suppose we want 2 assignments of people to jobs with maximum base value such that
we additionally supervise I = {2, 4} on J = {1, 2}.

The maximum base value is given by

adj(M)∧2J,I = per

(
10 12
9 11

)
= 21•.



12 ADI NIV, MARIE MACCAIG, AND SERGEĬ SERGEEV

Here, after accounting for the transposition in adj(M), we get that the bijections/su-
pervisions attaining this maximum value are σ1 = (2, 1)(4, 2) (corresponding to the
identity permutation in adj(M)J,I) and σ2 = (2, 2)(4, 1) (corresponding to permutation
(12)(21) in adj(M)J,I).

Of course, we could finish here and report both of these assignments with supervisions
as solutions, returning S = {σ1, σ2} as the solution set. But it may be that, given a
subset S of k assignments with supervisions I on J which all have the same base value,
it is desired that we return the ’best’ of these under some criteria. Obviously we could
consider which of the supervisions in S have the optimal value in

M [I, J ] =

(
−3 0
−1 −6

)
.

In this case the optimum is clearly given by σ2.
However, it could be that this is not the best criteria to differentiate between super-

visions. Consider, for example, the following: a low value of Mi,j could indicate that
worker i has not been trained for job j, in which case supervising/training i on j could
be beneficial to the company as it would increase that workers skill set and usefulness
in the future. In light of this, we consider a matrix C reflecting the value of supervising
i ∈ I on task j ∈ J .

Definition 3.10. We define C ∈ Rk×k
max to be the priority matrix, with rows i ∈ I and

columns j ∈ J , where Ci,j is the priority the supervisor sets for supervising person i ∈ I
on task j ∈ J . Denoting by Eap

J,I the set of edges belonging to the optimal bijections in
adj(M)J,I , we will assume that

(3.1) Ci,j 6= −∞⇒ (j, i) ∈ Eap
J,I ,

and that at least one bijection from I to J has a finite weight with respect to C.

Note that by (3.1), finite priorities are assigned only for the edges in Eap
J,I . Thus,

assumption (3.1) allows the supervisors to assign only essential priorities and it can
decrease their costs of assigning priorities from O(k2) to O(k) if there is only a small
number of optimal permutations in ap(adj(M)J,I). Let us consider the computational
cost of identifying Eap

J,I , which is necessary for setting the priorities matrix C.

Proposition 3.11. Given A ∈ Rn×n
max and I, J ⊆ [n] with |I| = |J | = k, one needs no

more than O(k2n3) operations to identify all edges of Eap
J,I .

Proof. We first compute adj(M)J,I . To compute each entry adj(M)j,i we need to find
an optimal bijection in M{i}c,{j}c . This takes O((n− 1)3) operations for each entry, and
hence O(k2n3) operations for all k2 edges.

We now identify the set of edges Eap
J,I from J to I that are contained in these bi-

jections. To do this we first apply the Hungarian algorithm to adj(M)J,I . Having
complexity O(k3), it brings matrix adj(M)J,I to the form where all entries on optimal
permutations are 1 and all other entries do not exceed 1. In order to identify all edges
on optimal permutations we can further decrease the entries which do not lie on opti-
mal permutations. This can be done, e.g., by means of the strict visualization scaling
of [SSP09] in no more that O(k3) operations. �
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Note that in general, except for imposing (3.1), we do not assume that the entries of
M and C are anyhow related to one another.

In other words, we now want to rate a set of k assignments with supervisions under
two criteria. First, the set must have optimal base value with respect to assignment
matrix A. Then, of those that meet this criteria, we can choose to optimise with respect
to the supervision priority matrix C.

Example 3.12. Recalling Example 3.9, suppose that it is highly desired that person 2 is
supervised on task 1, it is recommended that person 2 is supervised on task 2 and that
person 4 is supervised on task 1, however person 4 is well-trained on task 2. Then we
might set

(3.2) C =

(
3 1
1 0

)
and conclude that the overall most valued supervisions are 2 on 1 with 4 on 2 (regardless
of what we have in M and although 4 is well-trained on 2). That is, the supervision σ1
is optimal.

Let us now formally define a general version of the optimization problem which we
solved in Example 3.12.

Definition 3.13. Given an assignment matrix M ∈ Rn×n
max and a supervision priority

matrix C ∈ Rk×k
max, the optimal value of k assignments with supervisions I ⊂ [n] on tasks

J ⊂ [n] prioritized by C is defined as

(3.3) adj(M)∧kJ,I � per(C) = per(adj(M)J,I)� per(C),

where C is as in Definition 3.10.

Observation 3.14. For the value defined in (3.3) we have

per(adj(M)J,I)� per(C) =
⊕
σ′∈SJ,I

w(σ′, adj(M)J,I)�
⊕
σ∈SJ,I

w(σ−1, C)

=
⊕
σ′∈SJ,I

w(σ′, adj(M)J,I)�
⊕

σ∈ap(adj(A)J,I)

w(σ−1, C).
(3.4)

This value is attained by those k assignments with supervisions I of J for which the
total value of these supervisions (computed from the priority matrix C) is the greatest.

Proposition 3.15. Given M ∈ Rn×n
max , I, J ⊆ [n], set Eap

JI and C ∈ Rk×k
max that satis-

fies 3.1 one needs at most O(k3) operations to compute value (3.3) and no more than
O(kn3) operations to identify a set of supervised assignments that attains that value.

Proof. We first compute per(C) in at most O(k3) operations and identify a bijection
β ∈ ap(C). By (3.1) (β(i), i) ∈ Eap

J,I for each i ∈ I, hence β−1 ∈ ap(adj(M)J,I) and we

compute w(β−1) = per(adj(M)J,I) in O(k) operations.
By now, value (3.3) has been found. In order to find a supervised assignment that

attains that value we take β ∈ ap(C) found previously, and for each edge (i, j) from that
bijection we find an optimal bijection in M{i}c,{j}c . This takes O((n − 1)3) operations
for each edge, and hence O(kn3) operations for all k edges of the bijection. �
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Remark 3.16. In the procedure described above, it is possible to decrease the amount
of operations required to compute per(C). Indeed, let m be the number of entries that
are not equal to −∞ in C. Applying the Fibonacci heaps technique of [FT87], the
complexity of computing per(C) is decreased to O(k2 log k + km).

Example 3.17. In Example (3.12) we found that σ1 is optimal if we take C as in (3.2).
For the assignment 2→ 1 of σ1 we consider

M [[4] \ {2}, [4] \ {1}] =

 1 −2 −4
4 0 6
−6 3 0

 ,

which has optimal permutation shown in bold, corresponding to the bijection β1 =
(1, 2)(3, 4)(4, 3). By adding in the supervision edge, we recover π1 = (1 2)(2 1)(3 4)(4 3).
Similarly, for the supervision 4 → 2, we get the bijection β2 = (1, 1)(2, 3)(3, 4) which
corresponds to π2 = (1)(2 3 4).

4. Jacobi identity

The following theorem is the tropical analogue of the Jacobi identity (see [FJ11]),
and was recently proved in [AGN18].

Theorem 4.1. (Jacobi identity, [AGN18, Theorem 3.4]) Let M ∈ Rn×n
max and I, J ⊆ [n]

such that |I| = |J | = k. For every k ∈ {0}∪ [n], at least one of the following statements
holds

(1) [per(M)�−1adj(M)]∧k
I,J

= per(M)�−1M∧n−k
Jc,Ic

,

(2) There exist distinct bijections π, σ ∈ SI,J such that

[adj(M)]∧k
I,J

=
∑
i∈I

adj(M)i,π(i) =
∑
i∈I

adj(M)i,σ(i).

Actually, the identity proved in [AGN18] is a true analogue of the original, for it
is proved over an extension of the tropical semiring called symmetrized (see [Gau92]).
The symmetrized tropical semiring is constructed by copies of Rmax to include so called
‘balancing’ elements, and therefore include the signs of permutations throughout (in per,
adj and ∧k). Since in this paper we work over the (non-extended) tropical semiring,
the signs are omitted from the formulation stated in Theorem 4.1.

The main purpose of this section will be to obtain a graph-theoretic counterpart of
Theorem 4.1.

Let us consider the following kind of matrices.

Definition 4.2. M ∈ Rn×n
max is called normalized if Id is an optimal permutation of

M (i.e., Id ∈ ap(M)) and Mi,i = 1 for all i ∈ [n].
M is called strictly normalized if it is normalized and Id is the only optimal

permutation (i.e., ap(M) = {Id}).
We will use the following result, whose proof will be skipped.

Lemma 4.3. If M ∈ Rn×n
max is normalized (respectively, strictly normalized) then the

weight of every cycle is not greater (respectively, smaller) than the weight of the identity
permutation on its subset of nodes, and therefore the weight of every permutation is not
greater (respectively, is smaller) than that of a permutation obtained by replacing either
of its cycles by the corresponding identity permutation.
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We now consider optimal (1, k)-regular multigraphs of the digraph associated with a
normalized matrix.

Notation 4.4. Let G = ([n], E) be a simple weighted digraph with n nodes associated
with a normalized matrix, i.e., Id is an optimal permutation and all the loops (i.e., edges
e with s(e) = t(e)) are in E and have weight 1. Let us construct an optimal (1, k)-regular
multigraph of G with respect to I, J ⊆ [n]. We will denote it by F =

(
[n],
⊎
i∈[k]Eρi , π

)
Assume π 6= Id, and let

(4.1) ei be the edge of Eπ which is in ρi,

(4.2) Ci be the cycle in ρi which includes ei,

(4.3) Pi be the elementary path such that Ci = Pi ◦ ei.
One can find ρi, Ci, Pi, ei described in Figures 7 and 8 in case that ρi has no more than
one cycle which is not a loop.

ρi :
· · ·︸ ︷︷ ︸

loops on [n] \ s(Ci)

ei ∈ Eπ

Ci

Figure 7. Paths and cycles

ρ′i : · · ·︸ ︷︷ ︸
loops on [n] \ V (EPi

)

s(ei) = t(Pi)
s(Pi) = t(ei)

Pi

Figure 8. Elementary paths, sources and targets

Let us also add some remarks on Notation 4.4.

Remark 4.5. For every i ∈ [k], denote by ρ′i the subdigraph ([n], Eρi\ei). Note that it is a
permutation: ρ′i ∈ S{s(ei)}c,{t(ei)}c . Note also that Pi introduced in (4.3) has s(Pi) = t(ei)
(and s(ei) = t(Pi)), and that it is the only elementary path in the decomposition of ρ′i.
See Figure 8.
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Remark 4.6. Note that

• s(Ci) = s(Pi) ∪ t(Pi) = V (EPi
),

• All the loops on [n] \ (
⋃
i∈[k] s(Ci)) belong to F if all ρi are as on Figure 7.

• Some (but not all) ei might be loops. In this case Ci = ei, and EPi
= ∅.

Remark 4.7. If identity is the unique optimal permutation (i.e., if the associated matrix
is strictly normalized), then all permutations in any optimal (1, k)-regular multigraph
have no more than one cycle in their decomposition (as in Figure 7).

Definition 4.8. For a given multigraph F , denote its set of loops by LF . A multigraph
F is said to be equivalent to a simple graph G if EG = EF \ LF .

The following theorem is (loosely speaking) an equivalent of the Jacobi identity
([AGN18]) in terms of graphs theory. Recall that the i, j-entry of the adjoint ma-
trix of a matrix A is determined by permutations in Sn where j is sent to i. The entry
Aj,i is then removed from the product resulting in this entry. The corresponding graph
of this product is therefore missing the j, i-edge. These ‘missing adj-edges’ are com-
binatorially considered as fixed conditions. (It resembles the combinatorial approach
explaining the identity for the number of choices of a subset of size k from a set of
size n: (

n− 1

k − 1

)
+

(
n− 1

k

)
=

(
n

k

)
as choosing from a set of size n − 1 having a fixed element either inside the subset or
outside the subset.)

Theorem 4.9. Let G = ([n], E) be a simple weighted digraph where Id is an optimal
permutation. Let F =

(
[n],
⊎
i∈[k]Eρi , π

)
be an optimal (1, k)-regular multigraph of G

with respect to I, J ⊆ [n], such that each ρi has no more than one cycle that is not a
loop. Then there exists a k-regular multigraph F ′ =

(
[n],
⊎
i∈[k]Eτi

)
of G such that at

least one of the following statements holds

(1) F ′ = F and Eπ ⊆ Eτ` for some ` ∈ [k], and π′ ∈ SIc,Jc defined by Eπ′ = Eτ` \Eπ
satisfies

⋃
i∈[k]EPi

⊆ Eπ′ and is an optimal bijection (with respect to Ic, J c).

(2) There exists π̃ ∈ SI,J such that F ′ =
(
[n],
⊎
i∈[k]Eτi , π̃

)
6= F satisfies

(
⊎
i∈[k]

Eτi) \ (Eπ̃ ∪ LF ′) ⊆ (
⊎
i∈[k]

Eρi) \ Eπ

and is also an optimal (1, k)-regular multigraph with respect to I, J .

Proof. Let us first observe that the optimality of a (1, k)-regular multigraph with respect
to I, J ∈ [n] or a bijection in SI,J will not change if we multiply each column (or each
row) of the matrix associated with G by some scalar. Indeed, this will multiply the
weight of each (1, k)-regular multigraph by the same constant and the weight of each
bijection in SI,J by the same constant. This shows that it suffices to prove the theorem
for the case where in addition to Id being optimal, all loops are in E and have weight
1, i.e., where the associated matrix is normalized. We will further assume that G has
this property and consider the following two principal cases.

Case 1: All paths Pi for i ∈ [k] are pairwise disjoint.
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(1, k)−
regular
ρ1

ρ2

...

ρk

=

=

...

=

ρ1|s(e1)c

ρ2|s(e2)c

...

ρk|s(ek)c

◦

◦

...

◦

Sn

∈

C1

C2

...

Ck
◦

loops
on (4.4)

=

=

...

=

Idk−1

=

loops

loops

...

loops

◦

◦

...

◦

SIc,Jc

∈

π′

=

P1

P2

...

Pk
◦

loops
on (4.4)

◦

◦

...

◦

SI,J

∈

π

=

e1

e2

...

ek

τ1 = Id

...

τk−1 = Id

τk = π′ ◦ π

Figure 9. Case (1): Optimal (1, k)-regular multigraph F is equivalent
to an optimal permutation w.r.t. Ic, J c. (See Notations (4.1) – (4.3))

We will show that (1) occurs by proving that
⊎
i∈[k]Eρi \Eπ is equivalent (in the sense

of Definition 4.8) to an optimal permutation w.r.t. Ic, J c (see Figure 9).
To formalize the description of this case, which will later help us to deal with the

remaining cases, observe that Ci (equivalently Pi. See Notation 4.2) are disjoint exactly
when all the following conditions hold:

(a) All sources and targets are disjoint, which is equivalent to

s(Pi) ∈ J \ I = Ic \ J c and t(Pi) ∈ I \ J = J c \ Ic, ∀i ∈ [k],

(b) Sources and targets are disjoint to all intermediate nodes, which is equivalent to

V (EPi
) \ {s(Pi), t(Pi)} ⊆ Ic ∩ J c, ∀i ∈ [k],

(c) All intermediate nodes are disjoint:

(V (EPi
) \ {s(Pi), t(Pi)})

⋂
(V (EPj

) \ {s(Pj), t(Pj)}) = ∅, ∀i 6= j.

Then, under these conditions, the composition of C1 ◦ · · · ◦ Ck with the loops on

(4.4) [n] \
( ⋃
i∈[k]

V (EPi
)︸ ︷︷ ︸

⊇I∪J

)
= (J ∪ I)c \

( ⋃
i∈[k]

V (EPi
)
)

= J c ∩ Ic \
( ⋃
i∈[k]

V (EPi
)
)

is a permutation that can be taken for τ` and the composition of P1 ◦ · · · ◦Pk with these
loops for the bijection π′ ∈ SIc,Jc such that Eπ′ = Eτi \ Eπ. Note that all the edges of
(
⊎
i∈[k]Eρi) \Eπ that are not in Eτ` are loops that compose k− 1 copies of the identity

permutation. So we can take F ′ =
(
[n],
⊎
i∈[k]Eτi

)
, where τ` is as defined above and all

other τi for i 6= ` are equal to Id, and then F ′ = F as claimed.
It remains to show that π′ is an optimal bijection of SIc,Jc in G. For this we remind

that the optimality of F is achieved by its weight, to which the weights of ei (see
Notation 4.1) do not contribute. That is, by the rearrangement, the weight of F is the
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weight of the rearrangement not including the weights of ei, which is the weight of the
bijection π′ (multiplied by weight 1 of loops constituting the k − 1 copies of identity).

By contradiction, assume that there exists a bijection π′′ : IC → JC whose weight
strictly surpasses the weight of π′. Then it is decomposed into paths and cycles. It
can be seen that the beginning nodes of the paths compose IC \ JC = J \ I and the
end nodes of the paths compose JC \ IC = I \ J . Completing each path into a cycle
by a single edge and composing it with disjoint loops yields a permutation. Consider
the set of such permutations and |I ∩ J | copies of Id corresponding to the nodes of
I ∩ J (that can be neither beginning nor end nodes of paths in decomposition of π′′).
These permutations constitute a (1, k)-regular multigraph of G with respect to I, J .
The weight of this multigraph equals the weight of π′′, which strictly surpasses the
weight of F .

Case 2: Paths Pi are not pairwise disjoint (see Figures 10 – 12 and Nota-
tion 4.1 – 4.3)

In this case we will show that (2) occurs by proving that there exists π̃ ∈ SI,J and
τ1, . . . , τk ∈ Sn such that the multigraph F ′ =

(
[n],
⊎
i∈[k]Eτi , π̃

)
is (1, k)-regular and

optimal with respect to I, J , and

(
⊎
i∈[k]

Eτi) \ (Eπ̃ ∪ LF ′) ⊆ (
⊎
i∈[k]

Eρi) \ Eπ.

Observe that Case 2 occurs when one of the conditions a – c in Case 1 fails. That is,
if at least one of the following conditions holds:

(a) There exists a source which is also a target, or vice versa (of course the sources
are disjoint and the targets are disjoint),

(b) There exists an intermediate node which is also a source or a target,
(c) There exists an intermediate node common to two paths.

We will consider each of these cases separately.
Case 2a: There exists a source which is also a target (Figure 10)

In this case ∃i, j ∈ [k] : t(Pj) = s(Pi) .
We compose Pj ◦ Pi and get a path Q such that

s(Q) = s(Pj) , t(Q) = t(Pi).

IfQ is an elementary path, then composed with the loops on nodes disjoint to V (EQ), we
get a bijection in S{t(Pi)}c,{s(Pj)}c , which can be completed by one edge into a permutation
τ . Therefore, taking τi = τ , τj = Id, instead of ρi, ρj, and τ` = ρ` for all ` 6= i, j, we
obtain the (1, k)-regular multigraph F ′ =

(
[n],
⊎
`∈[k]Eτ` , π̃

)
with respect to I, J in G,

where π̃ is formed from π by replacing the edges (t(Pj), s(Pj)) and (t(Pi), s(Pi) with
the edges (t(Pi), s(Pj)) and (t(Pj), s(Pi)).

Since the set of edges
⋃
i∈[k]Eρi \Eπ has not changed, but was rather rearranged, F ′

is optimal: (∑
i∈[k]

w(ρi)

)
− w(π) =

(∑
i∈[k]

w(τi)

)
− w(π̃).

If Q is not elementary, then it includes nontrivial cycles, and therefore its weight is less
than or equal to the weight of the elementary path Q′ from s(Q) to t(Q) included in Q,
where the cycles of Q are replaced by loops of nodes disjoint to V (EQ′). As a result,
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the weight of F is less than or equal to the weight of the (1, k)-regular multigraph F ′,
where τi is now the elementary path Q′ composed with loops disjoint to V (EQ′). In the
case when the weight of F is strictly less, we have a contradiction with the optimality
of F . In the case when the weights are equal, we have found the desired F ′.

Q
s(Pj)

t(Pj) = s(Pi)

t(Pi)≤
τ

s(Pj)

composed with disjoint loops
t(Pi)

Figure 10. Case (2a)

Case 2b: There exists an intermediate node which is also a source or a
target (see also Figure 11)

This case occurs when

∃i ∈ [k], t ∈ s(Pi) \ {s(Pi)} : t /∈ (Ic ∩ J c) (⇔ t ∈ I ∪ J).

Since π ∈ SI,J , ∃j ∈ [k] such that t = t(Pj) or t = s(Pj) (w.l.o.g. t = s(Pj)). Hence we
have,

∃i, j ∈ [k], t ∈ s(Pi) : t = s(Pj).

We assume without loss of generality that Case 2a does not occur.
We compose Pi ◦ Pj, and decompose Pi at t, denoted by Q1 ◦Q2 ◦ Pj such that

s(Q1) = s(Pi) , t(Q1) = t = s(Q2) , t(Q2) = t(Pi).

We then write the composition as (Q1 ◦ Pj) ◦ Q2 where Q2 is elementary, and Q1 ◦ Pj
is a path Q such that

s(Q) = s(Pi), t(Q) = t(Pj).

As before, if Q is elementary, then composed with the loops of nodes disjoint to V (EQ),
we get a bijection in S{t(Pj)}c,{s(Pi)}c , which can be completed by one edge into a permu-
tation τ . Composing Q2 with the loops of nodes disjoint to V (EQ2), we get a bijection
in S{t(Pi)}c,{s(Pj)}c , which can be completed by one edge into a permutation τ ′. There-
fore, taking τi = τ , τj = τ ′, instead of ρi, ρj, and τ` = ρ` for all ` 6= i, j, we obtain
the (1, k)-regular multigraph F ′ =

(
[n],
⊎
`∈[k]Eτ` , π̃

)
with respect to I, J in G, where π̃

is formed from π by replacing the edges (t(Pj), s(Pj)) and (t(Pi), s(Pi) with the edges
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(t(Pi), s(Pj)) and (t(Pj), s(Pi)). Since the set of edges
⋃
i∈[k]Eρi \ Eπ has not changed,

but was rather rearranged, F ′ is optimal.
If Q is not elementary, then it includes nontrivial cycles, and therefore its weight is

less than or equal to the weight of the elementary path Q′ from s(Q) to t(Q) included in
Q, where the cycles of Q are replaced by loops of nodes disjoint to V (EQ′). As a result,
the weight of F is less than or equal to the weight of the (1, k)-regular F ′ above, where
τi is the elementary path Q′ composed with loops disjoint to V (EQ′). As in case 2a,
the weight of F cannot be less than the weight of F ′, so we have found the desired F ′

s(Pi)

t(Pi)
t = s(Pj)

t(Pj)

Q1

Pj

Q2

Q1

=

s(Pi)

t(Pi)
t = s(Pj)

t(Pj)

Q2

Q

≤

τ

τ ′

s(Pi)

composed with disjoint loops
t(Pj)

t(Pi) t = s(Pj)

Figure 11. Case (2b)

Case 2c: There exists an intermediate node common to two paths (see
Figure 12)

In this case we have that,

∃t ∈ (s(Pi) \ {s(Pi)}) ∩ (s(Pj) \ {s(Pj)}) for some i 6= j.

We assume without loss of generality that Cases 2a and 2b do not occur.
Let Pi = Q1 ◦ Q2 where Q1 is the segment of Pi between s(Pi) and t, and Q2 is the

segment from t to t(Pi).
Similarly let Pj = Q3◦Q4 where s(Q3) = s(Pj) ,s(Q2) = t = s(Q4) and t(Q4) = t(Pj).
Then we can write the composition Pi ◦ Pj as (Q1 ◦Q4) ◦ (Q3 ◦Q2) where

s(Q1 ◦Q4) = s(Pi) , s(Q3 ◦Q2) = s(Pj) , t(Q1 ◦Q4) = t(Pj) , t(Q3 ◦Q2) = t(Pi).

Once again, if Q1 ◦Q4 and Q3 ◦Q2 are elementary, then composed with the loops of
nodes disjoint to V (EQ1◦Q4) and V (EQ3◦Q2) respectively, we get bijections in S{t(Pj)}c,{s(Pi)}c

and S{t(Pi)}c,{s(Pj)}c , which can be completed, by one edge each, into permutations τ, τ ′.
Therefore, taking τi = τ , τj = τ ′, instead of ρi, ρj, and τ` = ρ` for all ` 6= i, j, we obtain
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the (1, k)-regular multigraph F ′ =
(
[n],
⊎
`∈[k]Eτ` , π̃

)
with respect to I, J in G, where π̃

is formed from π by replacing the edges (t(Pj), s(Pj)) and (t(Pi), s(Pi) with the edges
(t(Pi), s(Pj)) and (t(Pj), s(Pi)). Since the set of edges

⋃
i∈[k]Eρi \ Eπ has not changed,

but was rather rearranged, F ′ is optimal.

s(Pi)

s(Pj) t(Pi)

t

t(Pj)
Q1

Q1

Q2

Q2

Q3

Q3

Q4

Q4

=

s(Pi)

s(Pj) t(Pi)

t

t(Pj)≤

Q1 ◦Q4

Q3 ◦Q2

τ

τ ′

s(Pi)

composed with disjoint loops

t(Pj)

s(Pj) t(Pi)

Figure 12. Case (2c)

If Q1 ◦ Q4 (resp. Q3 ◦ Q2) is not elementary, then it includes nontrivial cycles, and
therefore its weight is less than or equal to the weight of the elementary path Q′ from
s(Q1 ◦ Q4) (resp. s(Q3 ◦ Q2)) to t(Q1 ◦ Q4) (resp. t(Q3 ◦ Q2)) included in Q1 ◦ Q4

(resp. Q3 ◦ Q2), where the cycles of Q1 ◦ Q4 (resp. Q3 ◦ Q2) are replaced by loops of
nodes disjoint to V (EQ′). As a result, the weight of F is less than or equal to the weight
of the (1, k)-regular F ′ above, where τi (resp. τj) is the elementary path Q′ composed
with loops disjoint to V (EQ′). We conclude in the same way as in Cases 2a and 2b.

Observe that in all subcases of Case 2 we change the set of edges of two permutations
in the multigraph, and therefore F ′ 6= F . �

Remark 4.10. If, in addition, Id is the unique optimal permutation then every optimal
multigraph F has the required property by Lemma 4.3.

Let us also formulate a version of the above theorem which applies to any optimal
multigraph.



22 ADI NIV, MARIE MACCAIG, AND SERGEĬ SERGEEV

Corollary 4.11. Let G = ([n], E) be a simple weighted digraph where Id is an optimal
permutation. Let F =

(
[n],
⊎
i∈[k]Eρi , π

)
be an arbitrary optimal (1, k)-regular multi-

graph of G with respect to I, J ⊆ [n]. Then there exists a k-regular multigraph F ′ =(
[n],
⊎
i∈[k]Eτi

)
of G such that at least one of the following statements holds

(1) Eπ ⊆ Eτ` for some ` ∈ [k], and π′ ∈ SIc,Jc defined by Eπ′ = Eτ` \ Eπ satisfies⋃
i∈[k]EPi

⊆ Eπ′ and is an optimal bijection (with respect to Ic, J c).

(2) There exists π̃ ∈ SI,J such that F ′ =
(
[n],
⊎
i∈[k]Eτi , π̃

)
6= F satisfies (

⊎
i∈[k]Eτi)\

(Eπ̃ ∪ LF ′) ⊆ (
⊎
i∈[k]Eρi) \ Eπ and is also an optimal (1, k)-regular multigraph

with respect to I, J .

Proof. Using Lemma 4.3, multigraph F can be replaced with a multigraph with ρi
having the same cycles Ci as in F and with all other cycles being loops, maintaining
the optimality. Then all properties of both alternatives follow from the corresponding
alternatives in Theorem 4.9.

�

Remark 4.12. (On the General Case) Identity is not an optimal permutation for a gen-
eral matrix, but any optimal permutation can be relocated to the diagonal by permuting
columns (or rows). Let us consider this process on the digraph GA corresponding to
A ∈ Rn×n

max , and furthermore on the bipartite graph corresponding to GA. Note that the
permutations are interpreted as assignments matching n workers to n tasks. In that
sense, one has the freedom of renumbering the tasks. If assigning worker i to task π(i)
for every i ∈ [n] is an optimal assignment, then one can count task π(i) as task i. This
is easy to do once an optimal permutation is known, hence the condition that Id should
be optimal is not restrictive in practice.

4.1. Example showing both cases of tropical Jacobi identity in terms of as-
signments and supervisions. Here we consider how a set of k assignments with
supervisions I on J links to the cases observed in Theorems 4.1 and 4.9.

Example 4.13.

A =


0 −1 −5 −4
−6 0 −2 −1
−3 −4 0 −3
−2 −7 0 0

 .

We calculate adj(A) and also show the table of bijections (in A) corresponding to each
entry of the adjoint.

adj(A) =


0 −1 −2 −2
−3 0 −1 −1
−3 −4• 0 −3
−2 −3 0 0

↔
 or


.

Theorem 4.9 Case 1 adj(A)∧3{2,3,4},{1,2,3} = −2 = a41 = A∧1{4}{1} thus the tropical Jacobi
identity holds with equality for this choice of I and J .
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In this case there is only one set of 3 assignments with supervisions I on J which
achieves the maximum base value. This value adj(A)∧3{2,3,4},{1,2,3} is attained for the bi-

jection (in adj(A)) (2, 2), (3, 3), (4, 1) which corresponds to the following three bijections
(in A), that is, three assignments with supervisions:

We can rearrange the solid edges so that we have k − 1 = 2 full permutations in S4,
and a bijection representing the optimal permutation of A∧n−k which can be completed
to a full permutation by adding the edges representing supervisions. Indeed, in the
figure below we have, on the left, the 3 assignments with supervisions described by the
bijections. On the right we rearrange the edges (note that they both represent the same
digraph, and have the same value).

→
By rearranging the edges in this way, we have found that the base value of the k

assignments (the sum of the weights of the solid assignments on the left hand side) is
equal to the sum of the value of two identity permutations (which achieve the value
of per(A)) and one bijection from JC = {4} to IC = {1} (which reflects the value of

A
∧(n−k)
JC ,IC

). Further, in this case, the supervised edges are always constitute a bijection

σ from J to I which is the complement to the bijection τ from JC to IC which attains

the value of A
∧(n−k)
JC ,IC

in the sense that together σ and τ form a permutation in Sn.

Case 2a in the proof of Theorem 4.9 For I = {1, 2, 3} and J = {1, 3, 4} we have

adj(A)∧3J,I = −3• > A∧1IC ,JC = A4,2 = −7.

This is attained by two bijections (in adj(A)), (1, 2), (3, 3), (4, 1) and (1, 1), (3, 3), (4, 2),
These represent, in A, the following choices for 3 assignments with supervisions. Note
that the supervisions change, but the edges representing the assignments are only rear-
ranged.

and

This is what was expected from Theorem 4.9; that the daily assignments of workers
to jobs which are not a supervised assignment (the solid edges in the above) can be
swapped between days to give another set of k assignments with the same base value
but a different set of supervisions I on J .

Case 2b in the proof of Theorem 4.9 Finally, it can be verified that, for I = {1, 2}
and J = {3, 4} we have

adj(A)∧2J,I = −6• = (adj(A)3,1adj(A)4,2)⊕ (adj(A)3,2adj(A)4,1)

and A∧2IC ,JC = −6 = A3,2A4,1. In this case adj(A)∧2J,I is attained twice and equality holds
in the tropical Jacobi identity. There are three sets of 2 assignments obtaining the
optimal base value in this case, shown below. The final one can be rearranged into an
identity permutation, and the edges (3, 2) and (4, 1) which reflect the bijection attaining
the value of A∧2IC ,JC .
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and and

4.2. The Jacobi identity and assignments with supervisions. Tropical Jacobi
tells us that either more than one set of bijections corresponding to optimal base value
(= adj(A)∧kJ,I) of k assignments with supervisions I on J or, it is sufficient to calculate
the optimal bijection on A[[n]− I, [n]− J ].

Using the same method as the proof of Theorem 4.9, we get the following.

Proposition 4.14. If equality holds in the tropical Jacobi identity, then an optimal set
of k assignments with supervisions can be found in O(n3) time.

Proof. Assume τ : IC → JC attains A
∧(n−k)
IC ,JC . Then τ is composed of elementary paths

P ∈ P and cycles C ∈ C. Observe that the cycles in C can be assumed loops (given
that we are working in the normalized case).

For each path we construct one assignment and identify its supervised edge as follows:
Let p = (i1, j1 = i2, j2 = i3, . . . , jk−1 = it, jt) where i1, . . . it ∈ I and j1, . . . , jt ∈ J .

The edge/assignment (t(p), s(p)) completes p into a cycle, and we add loops (r, r) for
r ∈ [n] \ {i1, . . . , ik} to obtain πp ∈ Sn. The supervised edge in πp is (t(p), s(p)).

Note that, if there are less than k elementary paths in the decomposition of τ , then
the remaining permutations and supervised edges are respectively identity permutations
and loops between unassigned vertices. Finally, observe that there will never be more
than k elementary paths. The most computationally expensive part of this procedure
is finding the bijection at the start, this is O((n− k)3) by the Hungarian Method. �

5. Acknowledgement
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