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Abstract: Over the recent years, a typical implementation of diffuse correlation spectroscopy (DCS) instrumentation has been adapted widely. However, there are no detailed and accepted recipes for designing such instrumentation to meet pre-defined signal-to-noise ratio (SNR) and precision targets. These require specific attention due to the subtleties of the DCS signals. Here, DCS experiments have been performed using liquid tissue simulating phantoms to study the effect of the detected photon count-rate, the number of parallel detection channels and the measurement duration on the precision and SNR to suggest scaling relations to be utilized for device design.
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1. Introduction

Diffuse correlation spectroscopy (DCS) is an emerging diffuse optical modality based on the propagation of coherent near-infrared light deep into tissues in order to non-invasively monitor and/or image microvascular blood flow [1–3]. A typical DCS device records the intensity auto-correlation function of the speckle fluctuations and uses a correlation diffusion model of photon propagation in tissues that describes its statistics relating it to the dynamics of the moving scatterers. This signal is dominated by the motion of red blood cells in tissues, which, in turn, allows the researchers to estimate the microvascular blood flow in the probed tissue volume.

Nowadays, DCS has found a wide range of clinical applications [3–6], as for example in evaluating the response to functional stimuli in the brain [7–9], adult and infant brain monitoring for clinical research [10–13], for cancer diagnosis and cancer therapy monitoring [14–17], for studying muscle function [18,19], and for intra-operative monitoring [20–22]. All these applications have different requirements in speed, signal-to-noise ratio (SNR), precision (a measure of random errors or statistical variability leading to reduced repeatability and reproducibility).
and trueness [23] (also commonly named “accuracy” [24], a measure of systematic errors in obtaining the true value).

In this work, we will focus on a canonical DCS system/device that has previously been detailed in terms of the requirements for its major components - source, detector, fibers and correlator [5]. We have opted to limit the scope of this work to this approach that we called a "canonical DCS device and components" in order to provide not only a guidance for future designs but also for understanding the previous literature. Less common, but promising, approaches such as the use of different data types (e.g., speckle contrast) [25–28], the use of interferometry [29–31], the change of the wavelength [32,33] and time-resolved methods as well as the use of quasi-null source-detector separation [33–36] are not detailed here but they share many of the salient features of this work [37].

In a canonical DCS system, the precision in determining the blood flow is limited by several factors, such as the inherent sensitivity to probe movements, the influence of the probe pressure over the soft tissues, the low intensity of the detected signal, the incorrect determination of the optical properties of the tissue and possible cross-talk with other techniques (e.g near-infrared spectroscopy (NIRS)) that are performed simultaneously [3,38–40]. DCS signals are intrinsically more complex than the typical NIRS signals and also of other experiments involving the detection of photons, since the signal-to-noise ratio and the resulting precision involves and inter-play of the speckle statistics as well as the photon statistics [38,41–43]. These were partially addressed or alluded to in different works that are cited.

The main limitation tends to be the detected light intensity which arises from the necessity to investigate the hemodynamics of deep tissues, e.g., greater than a centimeter deep, which is achieved by using source to detector fiber separations of several centimeters (2.5 cm is common in DCS [3,44]. In principle, high quality measurements can be obtained by increasing the photon count-rate (i.e., by increasing the injected light intensity) [42,43,45]. This situation is often impossible to be met in a real clinical scenario due to maximum permissible exposure limits for tissues which can be relaxed only under extreme conditions.

If the injected power is limited, then, when measuring tissues that are more absorbing than others, e.g., the thyroid [17], the SNR and the precision are inherently lower unless longer averaging times are allowed. However, longer averaging times pose other restrictions. When measuring static properties such that for cancer screening, the physiological variations and noise, and, patient comfort pose limits on the order of several seconds. On the other hand, many measurements, such as those used for cerebral blood flow monitoring require higher temporal resolution, even at tens of hertz [38,46–48], which are prohibitive even when the tissue absorption is not as high as the thyroid. Furthermore, even lower injection laser power, and consequently a lower detected photon count-rate may be required when the exposed tissue is sensitive, for example the skin of the premature born infant [10,49], where the injected laser radiation can induce temperature changes and tissue damage [50].

A more realistic method to improve the quality of DCS acquisitions is by adding a number of detection channels [38] probing independent speckles in the very same region of the tissue. The need for sampling individual, independent speckles implied that most DCS experiments utilize single- or few-mode fibers with diameters at few tens of micrometers [5,51]. We stress here that the addition of different detectors are due to the need to sample independent speckles rather than light collection from a larger volume as is typically done for NIRS experiments. Unfortunately, DCS detectors that fit all the requirements, including the quantum efficiency at the near-infrared window are, at the moment, costly and bulky. Scaling the number of detectors to meet the SNR and precision needs is, therefore, a non-trivial undertaking. Along these lines, it is notable that recently the development of dedicated low-cost hardware with arrays of single-photon detectors were proposed for multi-speckle DCS measurements but with the compromise of speed and quantum efficiency per channel [52–54].
This work focuses on typical DCS hardware [5] and aims to provide recipes and guidance for current developers, buyers and users. Here the effect of key experimental parameters such as the measurement duration and the number of detection channels, at different photon count-rates, are related to the precision of a DCS experiment, and the experimental results obtained have been analyzed considering the existing DCS noise theoretical models [38,42]. This provides a potential recipe in finding device and experimental settings that optimize the precision of the retrieved blood flow, balancing costs (that is, the number of the detectors necessary) and the temporal resolution.

2. Materials and methods

2.1. Experimental setup

The DCS module of a multi-modal instrument (so-called “LUCA device” [55], see also [56]), was utilized for this study. The source module consists of a single longitudinal mode continuous wave laser with wavelength of 785 nm (custom made by HemoPhotonics S. L., Castelldefels, ES). This laser has been compared with other common lasers used in DCS systems showing analogous quality in terms of stability and coherence (data provided by the manufacturer). The detection part is composed by sixteen single photon avalanche photodiodes (four modules of SPCM-AQ4C, Excelitas, U.S.), and a custom built sixteen channel hardware multi-tau autocorrelator (HP-CM16, HemoPhotonics S. L., Castelldefels, ES). Similarly, this correlator has been compared to the typical correlators utilized in DCS systems in the literature. Hence, this system can be considered a “canonical DCS system” as defined by Durduran and Yodh [5].

Light is injected into the sample through a multimode fiber with a 400 µm core (FP400ERT, Thorlabs, U.S.A.). A fiber optic attenuator (VOAMMF, Thorlabs, U.S.A.) is placed on the source side in order to tune the intensity of the light injected. The diffuse light is collected through a fiber bundle of sixteen single mode fibers with care taken to avoid cross-talk between fibers (custom designed by Fiberoptic Systems, U.S.A., with 780HP fibers by Thorlabs, U.S.A.). The collected photons from each fiber are independently measured by independent detectors. Finally, the single speckle intensity autocorrelation function ($g_2$) related to each detection channel is calculated in real time by the sixteen channel autocorrelator.

The source fiber and detection bundle cables have straight terminations (2.5 mm diameter ferrules) that are fixed, on the same side of the probe, at a distance of 2.5 cm from each other, in reflectance geometry. The probe consists of a black plastic support that, during the measurements, is kept in a fixed and stable position over the liquid surface of the phantom by the use of a mechanical support.

The phantom experiments have been performed using a dilution of Lipofundin20% in purified water (Milli-Q, Millipore, USA) as scattering element. The concentration of Lipofundin20% in water has been chosen in order to have a reduced scattering coefficient, $\mu'_s$, of 5 cm$^{-1}$ and the absorption coefficient due to water without additional absorbers by following the recipe described in ref. [57]. The liquid solution has been placed in a black phantom box (size 20 cm × 30 cm × 20 cm) with the top side open in order to allow the access of the probe to the liquid. The DCS measurement consisted of hundred subsequent acquisitions of one second averaging each at a fixed detected photon count-rate. A range of count-rates between 5 kHz to 150 kHz have been utilized by attenuating the intensity of the light injected by the attenuator.

2.2. Data analysis

2.2.1. DCS theory

The particle, i.e., scatterer, Brownian diffusion coefficient ($D_B$) is the measure the DCS utilizes from liquid phantoms to evaluate its performance in a way akin to that of the tissues. $D_B$ was retrieved by fitting the solution of the correlation diffusion equation for the electric field
autocorrelation function for a semi-infinite medium, in reflectance geometry, at a determined
time \( t_0 \) and source detector separation \( \rho \), i.e.:

\[
G_1(\rho, t_0, \tau) = \langle E(\rho, t_0) E^*(\rho, t_0 + \tau) \rangle = \frac{v}{4\pi D} \left[ \frac{\exp[-K(\tau) r_+]}{r_+} - \frac{\exp[-K(\tau) r_-]}{r_-} \right]
\]  

where \( D = \frac{\nu}{N_\mu} \) is the photon diffusion coefficient, \( \tau \) is the delay time, \( K(\tau) = \sqrt{(<\mu_a + \mu_s^i>)^2 + 2\mu_s^i} \) is the decay constant, \( k_0 \) is the wavenumber in the medium, \( \alpha \) is the fraction of moving scatterers with respect to the total scatterers (in the case of liquid phantom we assume \( \alpha = 1 \)),

\[
r_+ = \sqrt{\rho^2 + \left( \frac{1}{\mu_s^i} \right)^2}, \quad r_- = \sqrt{\rho^2 + (-2z_e - \frac{1}{\mu_s^i})^2}, \quad z_e \text{ is the extrapolation length } z_e = \frac{2}{3(1-R_{eff})}, \text{ and } R_{eff}
\]
is the effective reflection coefficient that accounts for the refractive index mismatch between

the two media. In the experiments we have measured the normalized intensity correlation function

\( g_2(\rho, t_0, \tau) = \langle I(\rho, t_0) I(\rho, t_0 + \tau) \rangle / \langle I(\rho, t_0) \rangle^2 \). The intensity autocorrelation function \( g_2 \) is linked
to the normalized electric field autocorrelation function \( g_1(\rho, t_0, \tau) = G_1(\rho, t_0, \tau) / G_1(\rho, t_0, \tau = 0) \) through the Siegert relation [3] \( g_2(\rho, t_0, \tau) = 1 + \beta |g_1(\rho, t_0, \tau)|^2 \), where \( \beta \) is a parameter mainly related to the collection optics of the experiment and to the number of speckles in the detection area. In the fitting procedure, performed by using the Matlab function “minsearch”, the reduced
scattering coefficient, the absorption coefficient and \( \beta \) were fixed values, and the only fitting parameter was \( D_B \). In addition, in order to consider diffusing photons, only the first part of the \( g_1 \) has been considered to retrieve \( D_B \) [58] and the fitting interval has been limited up to \( \tau = \tau_e \),
where \( \tau_e \) is such that \( g_1(\tau_e) = 0.6 \). In order to compare the effect of different count rates, i.e.,
the number of detected photons, on the results without further bias, we have avoided additional
post-processing steps such as filtering or de-noising of the data.

2.2.2. Evaluation of DCS precision

For the evaluation of the precision, the data acquired in every measurement at a fixed detected
count-rate were evaluated by calculating the coefficient of variation \( CV = \sigma_{D_B} / \bar{D}_B \) (where \( \sigma_{D_B} \) is the standard deviation of the measured \( D_B \), and \( \bar{D}_B \) the average value) related to the retrieved \( D_B \)
by considering a varying number of detectors (from 1 to 16) and different measurement durations.

For each detected photon count-rate, DCS measurements consisted of one hundred subsequent
\( g_2 \) acquisitions of one second averaging each.

To retrieve the dependence of DCS precision on the measurement duration, we have proceeded
as described in the illustration of block (a) of Fig. 1. First, for every detection channel, we have
analyzed the \( g_2 \) by averaging subsequently from the first to the hundredth (that is, from one to
one-hundred seconds). Then, the averaged curves have been fitted to retrieve the \( D_B \). In this
way, for every one of the 16 channels, we have obtained 100 different \( D_B \) values, the first one
resulting from one \( g_2 \) curve (i.e., a one second measurement), the second one resulting from
the average of two \( g_2 \) curves (i.e., a two second measurement), up to the hundredth, resulting from
the average of one-hundred \( g_2 \) curves. Finally, the one-hundred average \( \bar{D}_B \) and the coefficients
of variation \( CV \) related to different measurement durations have been obtained by averaging the
\( D_B \) over the acquisition channels for fixed measurement duration, and calculating the standard
deviation (\( \sigma_{D_B} \)).

The procedure followed to retrieve the dependence of the measurement precision on the number
of detection channels is described in Fig. 1(b). For every channel, we have selected ten subsequent (time) slots of fixed duration, \( t_i^1 \ldots t_i^{10} \) among the one hundred acquired \( g_2 \), containing an equal number \( x \) of \( g_2 \). Then, all the \( g_2 \) curves
inside a single interval \( t_i^k \) have been averaged and then averaged again considering subsequently a
different number of detection channels, ranging from 1 to 16. The resulting curves (one for each
time slot \( t_i^k \)) have been fitted to retrieve the Brownian diffusion coefficient \( D_B \).
Fig. 1. Visual representation of the data analysis performed to obtain $D_B$ variability for different measurement duration and number of detection channels, at different photon count-rates. (a) Analysis to find the dependence of the CV of one channel acquisitions on the measurement duration (from 1 to 100 s). (b) Analysis to retrieve the dependence of the CV on the number of detection channels for pre-determined measurement duration $t^\prime$. This analysis has been repeated considering time slots of different duration, from 1 to 10 s ($t^1, \ldots, t^{10}$).
Finally, the average value $D_B$ and the coefficient of variation $CV$ have been obtained by averaging the $D_B$ of the 10 time slots selected, and calculating the standard deviation. This procedure has been repeated for different photon count-rates and varying the temporal duration of the time slots (i.e., varying the number $x$ of $g_2$ curves contained in each slot), ranging from 1 s to 10 s ($t_1^x$, $t_2^x$, ..., $t_{10}^x$).

In summary, considering this data analysis, we have obtained a Brownian diffusion coefficient for different measurement durations (ranging from 1 to 10 s), for different number of detection channels and for different photon count-rates.

2.2.3. Noise model
The experimental results that were obtained have been compared with the theoretical noise model described in references [38,42] and derived from the model developed by Koppel et al. [59]. The standard deviation for the reduced intensity autocorrelation function $g_2(\tau) - 1$, for a multi-\tau correlator architecture, is given by:

$$\sigma(\tau) = \sqrt{\frac{T}{\beta}} \left[ \frac{1 + e^{-2\beta\tau}}{\beta(1 - e^{-2\beta\tau})} \right] + \frac{2\beta e^{-2\Gamma\tau}}{(\beta T)^2} \left[ \frac{1 + e^{-2\beta\tau}}{\beta(1 - e^{-2\beta\tau})} + \frac{1}{(\Gamma T)^2} \left( 1 + \beta e^{-\Gamma\tau} \right) \right]^{1/2}$$  \hspace{1cm} (2)

where $t$ is the measurement duration, $\Gamma$ is the decay rate, $m$ is the correlator bin index related to the delay time $\tau$, $I$ is the detected photon count-rate, $T$ is the correlator bin time interval (depending on the delay time $\tau$). Considering the parameters of our DCS experiments (i.e., count-rate between 1 and 150 kHz and $\Gamma T << 1$), Eq. (2) can be simplified to [45]:

$$\sigma(\tau) \approx \frac{1}{T} \cdot \frac{1}{\sqrt{I}} \cdot \sqrt{\frac{1 + \beta e^{-\Gamma\tau}}{T}}$$  \hspace{1cm} (3)

stating that the variability of the $g_2(\tau)$ scales as the inverse of the photon intensity count-rate and as inverse of the square root of the measurement. Please note that the single acquisition integration time $t_{int}$ is a fixed experimental parameter in our experiments ($t_{int} \approx 1$ s), and the dependence of the precision on the measurement duration has been obtained by averaging subsequently acquired $g_2$ curves.

As described before, when considering the variability over the number of detection channels and over the measurement duration, we have calculated the average and standard deviation over a sample of $M = 10$ measurements. Each of the $M$ measurements have been obtained by averaging a number $N$ of correlation curves (with $N$ number of detection channels or number of considered measurement duration slots of 1 second). In this situation, the standard deviation scales as the inverse of square root of $N$ (number of the sample population) [38]. In summary, considering the approximation reported in Eq. (3), we can assume the following proportionality relation between the standard deviation $\sigma(\tau)$, the measurement duration $t$, the intensity $I$ and the number of detection channels $N_{CH}$:

$$\sigma(\tau) \propto \frac{1}{T} \cdot \frac{1}{\sqrt{I}} \cdot \frac{1}{\sqrt{N_{CH}}}$$  \hspace{1cm} (4)

3. Results and discussion
Examples of the results of the calculated coefficient of variations (CV) obtained under different experimental conditions are reported in Fig. 2. In subplot (a) we show the CV for varying measurement duration (from 1 to 100 s) at different photon count-rates (from 5 to 150 kHz) when considering one detection channel (a single speckle detected). After an initial rapid decrease as the measurement duration increases, CV decreases slowly and stabilizes for longer time. In addition, as expected, the precision of the DCS measurement increases as the count-rate increases,
ranging from \(\sim 10\%\) (at 5 kHz count-rate) to <1\% (at 150 kHz) for long measurement duration. The subplots (b), (c), and (d) of Fig. 2 show the precision of DCS measured by considering exemplary parameters, i.e., 20 kHz count-rate, 8 detection channels, and 1 s measurement duration respectively for varying measurement duration, count-rate and number of acquisition channels. The data reported show an increase of the quality as the measurement duration, number of channels and count-rate increase, with a rapid initial decrease of the \(CV\), and a subsequent slower decrease.

Fig. 2. Calculated \(CV\) for different measurement conditions. (a) \(CV\) for one detection channel for varying measurement duration, at different count-rates. (b) \(CV\) at a fixed count-rate (20 kHz) for varying measurement duration and number of detection channels. (c) \(CV\) at a fixed number of detection channels (eight) for varying measurement duration and count-rate. (d) \(CV\) at a fixed measurement duration (1 s) for varying count-rate and number of detection channels. Red dotted horizontal lines representing \(CV = 5\%\) highlight a quality threshold for the precision of DCS measurements.

Together with the results, in Fig. 2 we have plotted red dotted horizontal lines, at \(CV = 5\%\), to better visualize that we consider an acceptable threshold for the precision of DCS measurements. We state that this threshold is indicative and has not to be intended as a hard limit, but should help the reader in visualizing our results in light of a precision target suitable for many in vivo applications. Indeed, in several clinical application of DCS, 5\% variability in \(D_B\) determination...
is well sufficient to discriminate alteration of tissue hemodynamics, for example to individuate the contrast between malignant and benign lesions and monitor the effects of neoadjuvant cancer therapies [16,60], to detect changes in the brain during sensorimotor activation [7], to monitor premature brain hemodynamics [12] or to monitor muscle blood flow during exercise [19].

To give an idea of the practical interpretations of the data reported in Fig. 2, we now consider few exemplary and concrete situations. For a 5\% variability (precision) in a DCS experiment with a single detection channel system and a detected photon count-rate of 10 kHz, we will have to set a measurement duration of approximately 25 seconds, which, in turn, sets the maximum temporal resolution of the measurement. While when the count-rate is 20 kHz, it will be sufficient to have a measurement duration of approximately 10 seconds. On the other hand, when we have to perform an experiment with a fixed temporal resolution of one second and if the expected photon count-rate is 10 kHz, then we will have to design a DCS system with more than eight independent detection channels to achieve the target of 5\% precision. If the count-rate increases to roughly 20 kHz, the minimum required number of independent detection channels will be two. Finally, for a fixed measurement time of one second and one detection channel, the precision target of 5\% is reached only for detected photon count-rates higher than 50 kHz.

We conclude this list of examples by briefly commenting on the recent advancements on fast DCS acquisition at rates of 10 – 200 Hz (corresponding to 5 – 100 ms measurement duration) using software [46] and hardware correlators [61]. Although it is beyond the scope of this study to look at this aspect in details, the scaling relationships between the measurement duration and the number of detection channels hold here and should be utilized to evaluate the expectations in this scenario. If the goal is to observe the pulsatility index due to the cardiac cycle, where the changes in the DCS measures are shown to be larger than 100\% of the diastolic value [38,62,63], then large uncertainties (e.g., >5\%) can be tolerated. In this respect we note that Wang et al. [46] were able to observe heart pulsation in the DCS signal for acquisitions rate in the range 10 – 200 Hz, with a system with eight detection channels and detected photon count-rate between 50 kHz and 100 kHz which falls within the expectations of this work.

In order to compare our data with the theoretical model, we have plotted the logarithm of the coefficient of variation with respect of the logarithm of our parameter of interest, i.e., measurement duration, count-rate and number of detection channels. As reported in the previous section, the theoretical model (Eq. (4)) predicts that the precision of DCS acquisitions scales with a power law, with exponent $-1/2$ when considering the dependence on the measurement duration and number of channels, and with an exponent of $-1$ when considering the dependence on the photon count-rate.

In Fig. 3(a) we report the coefficient of variation of the fitted $D_B$ considering 1 detection channel and varying photon count-rate (from 5 to 150 kHz) and measurement duration (from 1 to 100 s), and the results of the linear fits (in log-log scale) considering Eq. (4) (bottom plot). As expected, as the count-rate and measurement duration increase, the coefficient of variation decreases.

The curves reported in Fig. 3(a) - top panel - show a first linear decrease of $CV$ (in log-log scale), while for larger duration, the slope of the decrease is lower. This set a threshold above which increasing the measurement duration does not lead to a significant reduction in the precision of the measurement. The graph furthermore highlights that this temporal threshold depends on the photon count-rate, i.e., for higher count-rates the threshold occurs earlier in time. This suggests that the precision is limited by an intrinsic variability due to the phantom properties, experimental and environmental conditions, that cannot be avoided by increasing the measurement duration.

The variability of the retrieved $D_B$ for different count-rates is highlighted by the middle panel graph of Fig. 3, showing a linear (in log-log scale) decrease of the retrieved $CV$ as the detected photon count-rate increases, with a reduction of the slope when considering high count-rates. This reduction results evident in the bottom panel, where we report the results of the linear fits
**Fig. 3.** Block (a): $CV$ of the fitted $D_B$ for one channel acquisitions (the $CV$ is calculated by averaging the $D_B$ obtained for all the different acquisition channels). Top panel: $CV$ for varying measurement duration at different count-rates. The dotted lines represent the fits of the first part of the curves. Middle panel: $CV$ for varying count-rate at different measurement duration (different colors represent different measurement durations). The red dotted line represents the expectations from theory (only the slope is indicative, see Eq. (3)). Bottom panel: Results of the fitted slopes of the lines in top and bottom panel, and comparison with theory (i.e., slope $\approx -0.5$ for $\log(CV)$ Vs. $\log$(Meas. dur.), and slope $\approx -1$ for $\log(CV)$ Vs. $\log$(Count – rate)); light blue points represent results of fit considering all the count-rates investigated, dark blue points with errorbar represent the results of the fit excluding high count-rate acquisitions (i.e., 50 and 150 kHz). Block (b): Same of block (a) but considering the square root of the sum of the variances of $g_2$ at every single $\tau$ bin ($\sqrt{\sum_i \text{Var}(g_2(\tau_i))}$). Block (c): Same of block (a) but considering the square root of the variance (i.e., the standard deviation) of the sum of $g_2$ at every single $\tau$ bin ($\sqrt{\text{Var}(\sum_i g_2(\tau_i))}$).
(in log-log scale) of the curves reported in the top and middle panels. Here, the slopes measured by considering only the lower count-rates (up to 30 kHz) are significantly smaller than the slopes measured by considering all the count-rates.

At this point, it is necessary to note that the comparison of our results with the theoretical model is not trivial, and some further considerations are needed. The curves reported in Fig. 3(a) are indeed quite noisy, and the time and intensity dependencies are not clear. We note here that the theory reported in Eqs. (2), (3) and (4) describes the noise associated to each temporal bin \( \tau \) of the correlator, while the noise related to the measured \( D_B \) is representative of the collective effect due to the noise of the \( g_2 \) at all the \( \tau \) considered for the fitting procedure [64–66].

To highlight the impact of the collective effects of the noise of each correlator bin, we have plotted the same graphs reported in block (a) of Fig. 3 but considering the square root of the sum of the variance of the \( g_2 \) at each \( \tau \) (\( \sqrt{\sum_i \text{Var}(g_2(\tau_i))} \)), block (b)) and the square root of the variance (i.e., the standard deviation) of the sum of all the value of \( g_2(\tau) \) for all the \( \tau \) bins (up to \( \tau = 1/\Gamma \)) considered for retrieving the \( D_B \) (\( \sqrt{\text{Var}(\sum_i g_2(\tau_i))} \)), block (c)). We note here that these two quantities are related through the formula

\[
\text{Var}(\sum_i g_2(\tau_i)) = \sum_i \text{Var}(g_2(\tau_i)) + \sum_{i \neq j} \text{Cov}(g_2(\tau_i), g_2(\tau_j)),
\]

where \( \text{Var}(g_2(\tau_i)) \) represents the diagonal elements of the covariance matrix, while \( \text{Cov}(g_2(\tau_i), g_2(\tau_j)) \) with \( i \neq j \) the non-diagonal elements, that account for the correlations between noise at different correlator bins. In case the acquisitions at different bins are independent (that is not the case of the measurements reported in this paper), the non-diagonal elements of the covariance matrix are equal to zero.

The plots reported in block (b) (top and middle panel) and the results of the linear fits (in log-log scale), reported in the bottom panel, highlight the clear agreement of our results and the theory represented by Eq. (3), when considering the square root of the sum of the variance of the \( g_2 \) at each \( \tau \). In the case we consider the square root of the variance of the sum of all the value of \( g_2(\tau) \) (block (c)), the plots reported show a very similar behavior to what reported for the CV of the fitted \( D_B \) (block (a)). This because the retrieved \( D_B \) depends on the whole \( g_2 \) curve and, consequently, its precision depends also on the correlation between the noise in different \( \tau \) bins. This behavior is described by the theory developed by Schätzel in ref. [64] and revised by Biganzoli and Ferri in [65], who have described the detected noise in the photon autocorrelation measurements considering a single exponential decay autocorrelation function model.

In light of this theoretical model, we note that the non-diagonal covariance matrix elements for the \( g_2 \) between different delay time bins, describing the correlation between the noise of different bins, become important as the count-rate increases due to the intrinsic nature of photon detection and correlator architecture, limiting the decrease of the noise and causing a deviation with respect to Eq. (4), while, at a fixed count-rate, the temporal dependence of the variance shows no significant deviation with the above formula [65].

In this respect, while the difference between block (b) and (c) for the intensity dependence (graphs in the middle) are partially due to intrinsic calculation and detection noise, the differences for the temporal dependence (top graphs) are essentially to be ascribed to environmental conditions and fluctuations during the experiment. We also note here, that the environmental conditions mainly affect the non-diagonal elements of the covariance matrix between the different correlator \( \tau \) bins (see Eq. (5)), generating fluctuations, as evident looking at the differences between blocks (b) and (c) of Fig. 3. All these effects impact on the retrieval of the noise of the fitted Brownian diffusion coefficient \( D_B \), as reported in block (a).

We also note that the differences between block (a) and (b) of Fig. 3 can be partially ascribed to the minimization algorithm that is commonly used for the fitting process. In this regard we note that recent studies are proposing new methods to retrieve the \( D_B \) aiming to reduce the variability.
common of non-linear fitting processes [67–70]. These approaches do not change the scaling relationships that are described in this manuscript.

The same experimental data that were used to produce Fig. 3 have been analyzed in order to retrieve information about the precision of the measurements for a varying number of detection channels and measurement duration (1 to 10 s) at a fixed count-rate, for varying count-rates and measurement durations at a fixed number of detection channels, and for varying count-rates and number of detection channels at a fixed measurement duration. In Fig. 4, we report examples for (a) count-rate = 20 kHz, (b) 8 detection channels and (c) 1 s measurement duration, together with expectation from the theory (red line, only the slope is indicative). All the curves reported in Fig. 4 show a linear decrease of $CV$ with respect to the correspondent parameter in log-log scale in qualitative accordance with Eq. (4), which predicts a decay in linear scale with a power law with exponent $-1/2$ when considering the dependence on the measurement duration and number of channels, and with an exponent of $-1$ when considering the dependence on the photon count-rate.

![Fig. 4](image)

These data have been plotted, with a three dimensional representation, in Fig. 5, together with the linear surface fits performed. The results of all the linear (in log-log scale) surface fits for all the values of count-rate, number of detection channel and measurement duration have been reported in the right panel of the same figure. Again, the results qualitatively reproduce the scaling relation reported in Eq. (4).
Fig. 5. (a) Left: 3D representation and surface linear fit of measured CV at a fixed count-rate (20 kHz) for varying number of detection channels and measurement duration. Right: Result of the correspondent fits (slopes along measurement duration axis and number of detection channel axis) for all the count-rates investigated (5 to 150 kHz). The black horizontal lines represent the expectation from the theory (Eq. (3)). (b) Left: 3D representation and surface linear fit of measured CV at a fixed number of detection channels (8 channels) for varying count-rate and measurement duration. Right: Result of the correspondent fit (slopes along count-rate axis and number of detection channel axis) for all the detection channel considered (1 to 16). (c) Left: 3D representation and surface linear fit of measured CV at a fixed measurement duration (1 s) for varying number of detection channels and count-rate. Right: Result of the correspondent fit (slopes along count-rate axis and number of detection channel axis) for all the measurement durations considered (1 to 10 s).
4. Conclusion

In this paper, we have presented a systematic phantom study on the precision of DCS measurements. We have identified the detected photon count-rate, the measurement duration and the number of independent acquisition channels as key parameters that can be controlled to obtain high quality measurements. We have, then, determined the coefficient of variation $CV$ of the measured $D_B$ at different values of these parameters. The results are in qualitative agreement with the theoretical model, which states that the precision of DCS acquisitions scales with a power law, with exponent $-1/2$ when considering the dependence on the measurement duration and number of channels, and with an exponent of $-1$ when considering the dependence on the photon count-rate. In some cases, we have reported an underestimation of the slope of the decrease of the coefficient of variation. This underestimation has to be ascribed to sub-optimal experimental and environmental condition and to collective effects between the noise of $g_2(\tau)$ recorded at different delay times $\tau$, as described in references [64–66].

The study reported has focused on “canonical” DCS instrumentation describing how typical hardware and experimental parameters affect the precision of the DCS measurements. The approach used here to investigate the DCS precision could in future be extended to other several important factors that are not directly analyzed in this study. These are linked to more recent DCS advancements in hardware and processing methods. For completeness, we cite here new correlators and correlator designs to perform fast DCS acquisition [46,61], the use of laser sources with different wavelengths combined with new detectors [32,33], the use of a few mode instead of single mode fibers in detection [51], and of different data analysis/fitting procedures [69,70]. Furthermore, as mentioned in the Introduction, there are also recent advances in the use of more advanced physical concepts and data-types that have not been studied here. Nevertheless, the recipes that are described here can be utilized as a starting point to evaluate different approaches. We also note that multi-wavelength DCS systems have been proposed to utilize DCS hardware in a fashion analogous to continuous wave near-infrared spectroscopy to obtain estimates of the changes in hemoglobin concentrations [51,71,72]. The recipes described herein are applicable to those wavelengths.

We also note that we did not evaluate the trueness of DCS measurements, in other words, we did not provide a recipe to obtain the true values of the quantities of interest. This is mainly due to the limitations of the field. Unfortunately, to date, methods for robust, independent measurement of the quantities of interest has not been devised. This would be a topic for future investigation.

Finally, we did not explicitly evaluate the ability to follow temporal variations with DCS, as is often done for bed-site neuro-monitoring [5]. This depends on various other factors such as post-processing (e.g., temporal filtering), the frequency components of the variations and the interactions of these parameters with the type of factors discussed in this manuscript. Instead, we state that the models that describe noise and signal in DCS [38,41–43] can be utilized with the recipes describe herein to derive estimates in combination with the desired post-processing steps as well as the nature of the signals.

In conclusion, the results obtained in this study provide simple recipes to optimize the measurement settings (i.e., duration of the acquisition) and hardware design (i.e., number of necessary detection channels) for different DCS measurement conditions. Furthermore, by extending the results to different scatterer dynamics (for example by analyzing the precision in phantoms with different viscosities), can be opened the way to implement data driven, real-time automatized algorithm that can tune the acquisition settings to obtain the desired precision.
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