Understanding Uncertainty in Probabilistic Floodplain Mapping in the Time of Climate Change
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Abstract: An integrated framework was employed to develop probabilistic floodplain maps, taking into account hydrologic and hydraulic uncertainties under climate change impacts. To develop the maps, several scenarios representing the individual and compounding effects of the models' input and parameters uncertainty were defined. Hydrologic model calibration and validation were performed using a Dynamically Dimensioned Search algorithm. A generalized likelihood uncertainty estimation method was used for quantifying uncertainty. To draw on the potential benefits of the proposed methodology, a flash-flood-prone urban watershed in the Greater Toronto Area, Canada, was selected. The developed floodplain maps were updated considering climate change impacts on the input uncertainty with rainfall Intensity–Duration–Frequency (IDF) projections of RCP8.5. The results indicated that the hydrologic model input poses the most uncertainty to floodplain delineation. Incorporating climate change impacts resulted in the expansion of the potential flood area and an increase in water depth. Comparison between stationary and non-stationary IDFs showed that the flood probability is higher when a non-stationary approach is used. The large inevitable uncertainty associated with floodplain mapping and increased future flood risk under climate change imply a great need for enhanced flood modeling techniques and tools. The probabilistic floodplain maps are beneficial for implementing risk management strategies and land-use planning.
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1. Introduction

Floods are the most frequent natural hazards, leaving substantial damages and casualties behind [1–3]. The unprecedented climate change as well as population growth and changing land cover are altering the water cycle, with dramatic impacts on natural and built-up/developed lands, which in turn increase the damages associated with floods [4]. In Canada, flood is known as the most common, widely distributed, and costliest natural disaster [5]. In the United States, inflation-adjusted damages associated with floods during 1980–2005 were estimated at more than USD 500 billion [6]. Since 1900, the records for 100 river floods in Europe show human and economic damages of more than the set thresholds (i.e., exceeding 20 deaths and/or USD 1 billion) [7].

Regardless of the technological advancements, as well as investments, to deal with floods, they still continue to destroy houses and cause fatalities [7]. Numerous modeling approaches have been developed to understand and forecast flood. These tools and techniques, varying from simple statistical and lumped hydrologic/hydraulic methods to high spatiotemporal resolution models and machine learning approaches [8], have been improved over the past decades with implications in watershed and river hydrology, water resources planning and management, flood forecasting and flood damage assessment [9–15]. They are further integrated into the flood hazard mapping process as an effective measure of flood hazard mitigation [16,17].
Uncertainties arising from the modeling structure as well as forcing data and parameters of the models could significantly affect the accuracy of the flood hazard maps. Regardless of recognition of sources of uncertainty [18,19], eliminating these uncertainties is not possible due to the constraints associated with financial resources, time and technology, as well as our imperfect knowledge of the flood science [20]. To address uncertainty in practice, it should be quantified and communicated to planners and decisionmakers for risk assessment [21].

The effect of different sources of uncertainty on hydrologic, hydraulic and flood inundation modeling has been extensively studied. The models’ inputs and parameter uncertainties can be expressed through ensembles of realizations, which are usually generated from a Monte Carlo (MC)-based sampling method [22]. Vrugt et al. [23] demonstrated the application of a Markov Chain Monte Carlo (MCMC) sampler, called differential evolution adaptive Metropolis (DREAM), to analyze parameters and the forcing of data error in watershed hydrologic modeling. Jung and Merwade [20] analyzed the uncertainty arising from discharge, topography, and roughness based on MC simulations, using HEC-RAS (Hydrologic Engineering Center’s River Analysis System) in developing inundation maps for river basins. Farmakis et al. [24] investigated the effect of structural, input (upstream flow), and parameter (channel and floodplain gradients and roughness, as well as the channel width) uncertainty on flood mapping, using HEC-RAS, LISFLOOD-FP and FLO-2d models with an MC simulation approach. Other examples to use MC-based approaches for uncertainty estimation include Kalyanapu et al. [25] who incorporated uncertainties in Flood2D-GPU hydraulic model peak flows; Neal et al. [26] who generated flood events using a 2D LISFLOODFP hydraulic model; and Nuswantoro et al. [27] who developed a stochastic rain generator using a Sober rainfall-runoff model and a 1D–2D hydraulic model. Other alternatives to MC-based simulations for uncertainty analysis of one-dimensional models are the First-Order Second-Moment method, the Moment method, the spectral method, the Mellin transformation and the Point Estimate Method (PEM) [28]. Issermann and Chang [28] demonstrated the application of PEMs in the uncertainty analysis of spatiotemporal models to generate probabilistic floodplain maps. Hu et al. [29] described the development of a framework using long short-term memory (LSTM) and the reduced order model (ROM) to represent the spatiotemporal distribution of floods, considering the uncertainty in flood-induced conditions. Wu et al. [30], in an attempt to decrease the uncertainty arising from long-time forecasting, integrated LSTM and the spatiotemporal attention module for flood forecasting. Reliable flood mapping could also benefit from remote-sensing data and satellite imageries. LiDAR-derived Digital Elevation Models (DEM)s demonstrate as useful in flood mapping [31]. Muhadi et al. [31] provided a review on the use of LiDAR-derived data in flood applications. Nonetheless, the dependency of these data on timely coverage and cloud cover brings uncertainty to real-time flood forecasts. Olthof and Svacina [32] tested different flood-mapping approaches using numerous sources of data, including Lidar DEMs, water height estimated from nineteen RADARSAT-2 flood maps, and point-based flood perimeter observations, and showed how these data could be combined to generate accurate full flood extents. Several other toolboxes and methods have been developed for uncertainty analysis with applications in the models’ calibration as well as sensitivity analysis. Examples are the Bayesian recursive estimation technique (BaRE) [33], the Shuffled Complex Evolution Metropolis (SCEM) algorithm [34], the dynamic identifiability analysis framework (DYNA) [35], the maximum likelihood Bayesian model averaging (MLBMA) method [36], the dual state-parameter estimation methods [37,38], the simultaneous optimization and data assimilation algorithm (SODA) [39], the optimization software toolkit for research in computational heuristics (OSTRICH) [40], and the Variogram analysis of response surface (VARS) framework [41].

It is a common practice to incorporate uncertainty in developing probabilistic floodplain maps [42–45]. As opposed to probabilistic maps, deterministic maps provide precise (but potentially inaccurate) information on flood depth and extent [42] by classifying the floodplain into two groups: flooded (wet) and not-flooded (dry) areas. As discussed by
Dottori et al. [21], it is better to be approximately right rather than precisely wrong. To develop deterministic maps, the models are calibrated to obtain a single optimum parameter set. This might result in the incorrect assessment of flood risk [43]. Therefore, many researchers advocate for the use of probabilistic floodplain mapping [16,46–52].

Probabilistic floodplain mapping uses an ensemble simulation-based approach [53]. To develop probabilistic maps through the estimation of uncertainties, two main procedures can be employed: Bayesian approaches [54] and the Generalized Likelihood Uncertainty Estimation (GLUE) methodology [55]. GLUE is probably the most common method used for uncertainty estimation in hydrological studies [56]. Di Baldassarre et al. [43] applied the GLUE procedure to incorporate uncertainties from the LISFLOOD-FP raster-based model parameters (channel’s roughness) in flood inundation. Pedrozo Acua et al. [57] also used the GLUE method to incorporate input uncertainties in a distributed hydrologic model in developing floodplain maps using the MIKE-21 2D (2 dimensional) hydraulic model. The GLUE-based methods have shown successful application in assessing uncertainties and producing probabilistic flood inundation predictions [45,58–66].

This paper expands upon previous research on probabilistic floodplain mapping by developing a framework to propagate hydrologic and hydraulic uncertainties into flood modeling and delineation. Seven scenarios considering individual and compound sources of uncertainty are defined. A multi-event approach based on the Dynamically Dimensioned Search (DDS) method is employed for the calibration of the hydrologic model to simulate extreme events. DDS has shown successful application for model calibration in watershed hydrology literature [67,68]. Input (rainfall) and parameters of the Hydrologic Engineering Center’s Hydrologic Modeling System (HEC-HMS), as well as channel- and floodplain-roughness coefficients of the 1D HEC-RAS hydraulic model are incorporated in the uncertainty analysis. The updated flow from the hydrologic model through modifying the forcing data and the model parameters is used as input to the hydraulic model. Then, with and without the parameters’ uncertainty in hydraulic modeling, thousands of ensembles of water levels at cross sections are built through implementation of the GLUE method. For each scenario, hundreds of floodplain maps are generated by processing the hydraulic model results in the geographical information system (GIS) with the DEM of 1 m resolution for the study region. The maps are finally superimposed to develop probabilistic floodplain maps for a 100-year design storm. With the influence of the changing climate, the flood risk may further increase by increasing the flood magnitude, frequency, and extent [69,70]. For example, a recent study showed that the 100-year flood event assessed in the 1970s is now becoming 35-year event across the United Kingdom [71]. To investigate how floods will evolve for the study watershed in the future under a changing climate, probabilistic floodplain maps are also developed, considering the hydrologic input (major) uncertainty for a 100-year event in the 2050s under high emission Representative Concentration Pathway 8.5 (RCP8.5).

The objectives of the study are as follows: (1) to develop a framework for probabilistic floodplain mapping by incorporating different sources of uncertainty and to assess their effect on flood modeling; (2) to integrate hydrologic modeling and hydraulic modeling for the development of floodplain maps for a 100-year event in a flash-flood-prone watershed; and (3) to predict flood risk potential and assess flood inundation due to hydrologic input uncertainty under climate change impacts.

2. Study Area and Data

2.1. Study Area

The Mimico Creek watershed is located southeast of Ontario, Canada, under the jurisdiction of the Toronto and Region Conservation Authority (TRCA). It has a drainage area of 77 km² and flows through several cities in the Greater Toronto Area (GTA), including Brampton, Mississauga, and Toronto (Figure 1). The creek’s length is 33 km and is drained into Lake Ontario. About 5 km² of the watershed’s area is covered with parks, conservation areas and trails, while the rest of the watershed is almost completely urbanized. The
Mimico Creek watershed is divided into a total of 70 sub-catchments (67 developed and 3 undeveloped), with areas ranging from 0.18 km² to 3.3 km². The watershed includes 34 channels with lengths varying between 623 m to 2574 m, and slopes between 0.001 and 0.01.

The Mimico Creek watershed lies within a flood-vulnerable region and has suffered flood events frequently over the last 70 years. The watershed is long, narrow and highly urbanized; the response to rainfall events is fast and the streamflow could reach a high peak very quickly, often leading to flash floods. The most severe flood event in the GTA occurred in October 1954 when hurricane Hazel passed through the region, dropping more than 280 mm of rain in 36 h and leaving 81 deaths and more than CAD 125 million in property damage behind [72–74]. Hurricane Hazel has been recognized as the regional storm with a magnitude as big as a 500-year storm event [75]. Since Hazel, the most destructive flood events in the watershed have been the flood of August 2005 with 153 mm of rain recorded over 3 h in Toronto, and approximately CAD 500 million in damages, as well as the extreme rainfall event of July 2013 with 90 mm of rain recorded in 2 h and an estimated flood damage of about CAD 1 billion [76,77].

2.2. Data Requirements and Collection

To calibrate and validate the hydrologic model, historical hourly precipitation and streamflow observations for Mimico Creek watershed are required. Given the small size of the study watershed, it is assumed that precipitation from the Toronto Lester B. Pearson Airport Int’L gauge represents the rainfall distribution over the entire watershed. Islington station near the watershed outlet is the representative streamflow station. Hourly precipitation data for the Pearson Airport rain gauge are collected from Environment and Climate Change Canada (ECCC) (available from 1960 at http://climate.weather.gc.ca/historical_data/searchhistoric_data_e.html, accessed on 20 May 2018). Similarly, hourly streamflow data for the Islington station are collected from the Water Survey of Canada (available from 1965 at https://wateroffice.ec.gc.ca/search/historical_e.html, accessed
on 20 May 2018). The data are screened to select all significant storm events with flood potential for hydrologic model calibration and validation. Considering events with total rainfall equal to or more than 20 mm, which corresponds to a 2-year storm in the region [78], 40 storms are identified.

To perform floodplain mapping, 12 h design storm distribution for a 100-year event is used, since the most conservative peak flow rates are usually associated with the 12 h Atmospheric Environmental Service (AES) rainfall distribution, according to the previous storm events in the region [79]. For the current condition, the 12 h AES distribution for 100-year storm is obtained from the TRCA, and for future conditions under climate change, the 12 h 100-year storm is designed based on the future IDF (intensity–duration–frequency) projections. IDF projections are collected from two data sources: (1) Ontario Climate Change Data Portal (CCDP) (http://www.ontariocdp.ca/, accessed on 20 May 2020), where the RCM (regional climate model) is PRECIS and the driving GCM (global climate model) is HadGEM2-ES [80]; and (2) projected stationary and non-stationary IDF in Ganguli and Coulibaly [81] built from several RCMs from NA-CORDEX (North America-coordinated regional climate downscaling experiment), including CanRCM4 driven by CanESM2, CRCM5 driven by CanESM2, and RegCM4 driven by HadGEM2-ES. A stationary IDF implies that the projected IDF is derived by the stationary model, where the parameters are assumed to be time-invariant, while a non-stationary IDF implies that the projected IDF is obtained by a non-stationary model where the parameters vary with time. Depending on the data availability, we focus on the 2050s (2040–2069 for CCDP and 2030–2070 for Ganguli and Coulibaly [81]), considering RCP8.5.

3. Methodology

The proposed methodology for probabilistic flood risk mapping includes 4 main steps. The methodology accounts for uncertainties in the hydrologic and hydraulic models’ inputs and calibration parameters to estimate the flood extent, probability and inundation depth corresponding to a considered return period (i.e., 100-year in this study) for current and future scenarios. The first step is to develop the models. At this step, the hydrologic model is calibrated based on a series of storm events and historical precipitation. It should be noted that the hydraulic model used in this study was developed by Greck and Associates Limited [82] in 2012. In the second step, the sensitivity analysis is performed to select parameters of the hydrologic model to be incorporated in the uncertainty analysis. In order to identify the hydraulic model sensitive parameters, topographic maps of the river are investigated. The third step elaborates on integrated flood modeling, where hydrologic and hydraulic models are driven to obtain water levels in the river and the floodplain. At this step, the GLUE method is implemented to incorporate the effect of uncertainties in the models’ inputs and parameters on the flood depth and extent. The fourth step is to develop floodplain maps using Ras-Mapper of HEC-RAS and then post-processing the maps in ArcGIS software (version 10.6). Based on the resolution of the watershed DEM, the flood depth and flooding probability are obtained for cells of size 1 m × 1 m, and probabilistic maps are developed. The significance/effect of different sources of uncertainty on flooding is analyzed for a selected number of upstream and downstream cross-sections. Probabilistic floodplain maps are also developed for a future subject to climate change impacts, considering the major sources of uncertainty shown in the analysis. A flowchart showing the methodology steps is provided in Figure 2. Details of the methodology steps are provided in the following.
A flowchart showing the methodology steps is provided in Figure 2. Details of the methodology steps are provided in the following.

3.1. Integrated Flood Modeling and Floodplain Mapping

Typically, flood modeling is carried out by estimating flows associated with a specific return period (i.e., 2- to 1000-year) and then determining the flood extent. In this study, hydrologic modeling is performed to estimate peak flow values. For this purpose, a design storm (extreme rainfall) corresponding to a 100-year 12 h event is used. The generated streamflow by the hydrologic model (HEC-HMS) is then enforced to the hydraulic model (HEC-RAS) to translate flows into flood extents, depths, and velocities. To create floodplain maps, RAS Mapper in HEC-RAS is employed.

3.2. Hydrologic Modeling: HEC-HMS

The Hydrologic Modeling System (HEC-HMS) model version 4.2.1, developed by the U.S. Army Corps of Engineers, has been successfully applied in many studies for hydrologic simulation [83]. Sub-catchment and channel information is used to develop the HEC-HM model. The sub-catchment area as well as the channel length, slope and cross section shape, bottom width and side slopes are obtained from MMM Group Limited [84] who updated the hydrologic model of the watershed with the Visual Otthymo model for the TRCA. The SCS curve number and SCS Unit Hydrograph are used as the loss and transform methods for developed (residential land-use) sub-catchments, respectively. For undeveloped sub-catchments, the Clark Unit Hydrograph is used as the transform method, where the time of concentration and storage coefficients are obtained from MMM Group Limited [84]. Other parameters, including sub-catchment imperviousness, curve number, and lag time, and also the channel manning’s n, are considered uncertain and estimated through calibration. Reservoir routing components were added to the model to represent existing stormwater management facilities.

3.2.1. Hydrologic Model Calibration

The hydrologic model is aimed to be used for simulation of extreme events (i.e., design storms with different return periods). A multi-event approach is used for calibration of the model. Based on this approach, a set of historical storm events (including rainfall distribution during the flood events as well as the corresponding hydrograph at the watershed downstream) are identified. Then, the model is calibrated to match the simulated hydrograph to the observed values. To optimize the parameters for each event, the DDS [85] single objective optimization algorithm is applied within the OSTRICH [86] framework toolkit. DDS is an efficient global optimizer algorithm that automatically scales the search region, rapidly converging for good calibration solutions [85]. The DDS search strategy is based on a random Gaussian walk over a gradually reducing subspace of the feasible search domain. It is widely used in hydrologic applications, especially for the calibration of computationally expensive models (such as the case for this study) [87]. Tolson and
Shoemaker [85] demonstrated that DDS is computationally efficient and rapidly converges to good calibration solutions. Furthermore, the DSS was successfully used in the same study region by Awol et al. [68]. Here, the following optimization function is formulated:

\[
\text{Minimize } F = 0.4 \times \text{PFC} + 0.3 \times \text{VE} - 0.3 \times \text{NSE} + 0.3
\]  

(1)

where PFC, VE and NSE stand for Peak Flow Criteria, Volume Error and Nash–Sutcliffe model efficiency coefficient, respectively, and are defined as follows:

\[
\text{PFC} = \frac{(\sum_{t=1}^{T_P} (Q_o^t - Q_s^t)Q_o^t)^{1/2}}{(\sum_{t=1}^{T} Q_o^t)^{1/2}}
\]  

(2)

\[
\text{VE} = \frac{|V_o - V_s|}{V_o}
\]  

(3)

\[
\text{NSE} = 1 - \frac{\sum_{t=1}^{T} (Q_o^t - Q_s^t)^2}{\sum_{t=1}^{T} (Q_o^t - \overline{Q_o})^2}
\]  

(4)

where \(T_P\) shows the number of peak flows which are greater than one third of the mean peak value of the observed flow, \(Q_o^t\) and \(Q_s^t\) indicates observed and simulated runoff (cubic meter per second) at time step \(t\), \(V_o\) and \(V_s\) are the volume of the flow (million cubic meter) from the observed and simulated hydrographs, \(T\) is the length of the data timeseries and \(\overline{Q_o}\) is the average of the observed runoff. PFC is used to evaluate the simulation performance of the model for extreme values and peak flows [88]. A PFC of zero shows a perfect simulation [89]. VE varies between 0 and \(\infty\) and values close to 0 show better performance [90]. NSE values range from \(-\infty\) to 1 where 1 indicates the highest simulation performance, and so higher values are preferable.

The maximum number of iterations is set to 5000 in formulating the DDS algorithm. Fifteen-minute time steps were used for hydrologic simulations. Solving the algorithm results in an optimal set of parameters for individual flood events. With each set of optimized parameters, the performance of the model is checked (using Equations (2)–(4)) for simulating all other storm events. By comparing the results, sets of parameters that work better than other sets in the simulation of the streamflow for the selected storm events are identified. An average value of the parameters from these sets is used as the calibrated parameters. Finally, the performance of the hydrologic model with the calibrated parameters is checked for the events selected among the historical storms for validation.

3.2.2. Sensitivity Analysis to Identify Uncertain Parameters

Following the hydrologic model calibration, the sensitivity of the streamflow at the watershed outlet to the model parameters is investigated. For this purpose, the sets of calibrated parameters obtained for different storm events are used to draw the parameters’ box plots based on their statistics (i.e., minimum, first quartile, median, third quartile, and maximum). Parameters with a wide range of variation are included in the uncertainty analysis of floodplain mapping.

3.3. Hydraulic Modeling: HEC-RAS

HEC-RAS 5.0.5, developed by United State Army Corps of Engineers, is used for performing 1D hydraulic steady state flow calculations. The model includes the network of channels, cross sections, and hydraulic structures. This study benefits from the geo-referenced 1D HEC-RAS hydraulic model, developed by Greck and Associates Limited [82]. The parameters of the model (roughness coefficients) were estimated based on the regional standards and geo-referenced center lines and cross-sections. Information for more than 400 cross sections were extracted from elevation and imaging aerial photography from
2002, 2007 and 2008 with a vertical accuracy of $+/−50$ cm and 1 m horizontal resolution and were spaced to account for changes in channel geometry, meanders and structures.

Since the bathymetry (underwater topography) of the river might have been changed due to geomorphologic processes during the passage of the previous flood events [91], cross-section geometry is validated. Given the availability of the topographic map of the region generated from updated fine-resolution LiDAR (Light Detection and Ranging) data with a vertical accuracy of $+/−10$ cm, validation (comparing the cross-section information used by Greck and Associates Limited [82] to develop the model, with the updated LiDAR data) is performed for 30 selected cross sections. 2015 LiDAR data for the region are collected from Airborne Imaging Inc., (Ontario, Canada) the largest privately owned LiDAR data library in North America [92]. Pre-processed LiDAR by the TRCA (Ontario, Canada) is used to develop a deterministic floodplain map for a 100-year event. Similarly, a base map (DEM) with a vertical accuracy of $+/−50$ cm is used to create a terrain model for the study area for GIS processing and developing a floodplain map. Then, the selected cross sections’ geometry, as well as the water depth and width obtained from the two maps, are compared. The results showed that the majority of the cross sections match. Therefore, since the geo-referenced hydraulic model was developed based on the DEM of $+/−50$ cm resolution, the same base map will be used to develop the floodplain maps.

**Sensitivity Analysis to Identify Uncertain Parameters**

Roughness is representative of the land use in the watershed and is subject to change over time. It is an uncertain parameter of the hydraulic model. Previous studies [43,65] discussed that the effective values of roughness could vary for flood events with different magnitudes. To select sensitive parameters (mannings’ n for cross sections), detailed maps of the study area are investigated in order to identify cross sections where there is a significant difference between the water level elevations, as well as at the location of meanders and structures.

Inflow to the model is also considered a major component contributing to uncertainty in flood-hazard mapping. The inflow (forcing) to the model is uncertain due to several reasons, such as errors in the measurement of flood stages and flow magnitudes, extrapolation of stage–discharge curves, and the hyetograph shape and rainfall distribution when hydrologic modeling is performed to generate input to the hydraulic model [93]. Values for inflow and the model parameters are allowed to vary within plausible ranges to assess their effect on flood extent and depth.

**3.4. Floodplain Mapping**

Using the channel geometry and computed water surface profiles by the model, RAS Mapper creates the inundation depth and floodplain boundary. The terrain model of the watershed (with 1 m horizontal resolution) is prepared to enable RAS Mapper to perform the analysis. The resultant maps are saved in ESRI’s Shapefile format for further use with ArcGIS.

This paper focuses on the probabilistic floodplain delineation under both current and future possible conditions, under climate change impacts, for a flood event with a 100-year return period, which is the typical recurrence interval considered for design purposes [14,94] and is obtained by mapping a 100-year storm. To investigate how climate change would affect floodplain delineation, the maps are updated considering the hydrologic input (rainfall) uncertainty under high emission RCP8.5. For this purpose, the 12 h 100-year storm, under future climate change impacts, is designed based on future IDF projections (e.g., rainfall intensities for different return periods and different durations). The rainfall distribution is used as input to run HEC-HMS, generating streamflow to drive HEC-RAS and create floodplain maps through RAS Mapper.
3.5. Probabilistic Floodplain Mapping: GLUE

The Generalized Likelihood Uncertainty Estimation (GLUE) is employed to incorporate hydrologic and hydraulic modeling uncertainties in developing floodplain maps. Utilizing GLUE, the models are driven for thousands of generations for different sets of parameters and inputs. For generation of the input hyetographs to the hydrologic model, rainfall multipliers (a coefficient varying between 0.25 and 1.5) are used. The 15 min rainfall distribution formed by the 12 h hyetograph of a 100-year event is modified in each generation using the multiplier generated by GLUE. The resulting flow values are then used as the hydraulic model inputs. Lower and upper bounds for the hydrologic model sensitive parameters are determined based on the generated box plots. These bounds are introduced to GLUE for the generation of parameter sets to drive the hydrologic model. Lower and upper bounds for the floodplain (left bank and right bank) and bottom channels’ roughness coefficients for the selected cross sections are determined from Chow et al. [95] based on the land use and channel material. These values are also used as inputs to GLUE for sampling potential sets of parameters for the hydraulic model. To find behavioral multipliers and parameters, the simulation performance of the models corresponding to each set of the generated values by GLUE is evaluated using the NSE criterion. For hydrologic model, the simulations are compared against the obtained streamflows when an optimal set of the parameter is used. Similarly, water level simulations by the hydraulic model are compared with the water level when input and parameter uncertainties are not incorporated into the analysis. The acceptance threshold is set to be an NSE value of 0.6. The OSTRICH package is employed to perform the uncertainty-based analysis with GLUE.

The results of the hydraulic modeling (maps generated by Ras Mapper) for different scenarios are superimposed in the ArcGIS software to project a probabilistic floodplain map using a projected coordinate system (NAD83CSRS 1983, UTM Zone 18N) with 1 m resolution. Considering the number of generated maps, for each cell, the times when the cell was inundated is calculated to estimate the probability of flooding.

4. Results

4.1. Hydrologic Model Calibration

Given the number of sub-catchments and channels, a total of 240 parameters were selected to be optimized through the calibration of the hydrologic model. Following a preliminary assessment on the model simulation performance, lower and upper values for the parameters were determined to be 5% and 50% for imperviousness, 30 and 90 for curve number, 10 min and 80 min for lag time, and 0.01 and 0.09 for the manning coefficient.

Upon investigating the historical (1965–2018) storm events in the region, 32 events were selected for hydrologic model calibration and 9 storm events for model validation. Minimum and maximum rainfall values among the events were 12.5 mm and 80.9 mm, respectively. Similarly, minimum and maximum streamflow peaks were 22.3 m³/s and 97.7 m³/s. Rainfall hyetographs corresponding to these events were used as the HEC-HMS model input. The model was linked with the OSTRICH framework in a MATLAB interface. The DDS single objective optimization algorithm with the objective function defined in Equation (1) was used with 5000 generations to obtain at least 500 behavioral solutions. Following obtaining the optimized set of parameters (the set that corresponds to the lowest value for the objective function) for each individual calibration storm, each set of parameters was used against the other calibration events. Then, performance of the storm simulation was measured. The results showed that four sets of the parameters perform considerably better than the other sets. These parameters’ sets correspond to event numbers 7, 13, 19 and 27 (Table 1). The set of parameters for these four events resulted in PFC less than 0.3, and NSE more than 0.5 for 7 out of 9 validation events (Table 2).

Analysis of the selected sets of calibrated parameters for individual sub-catchments and channels shows they have a high range of variation. For example, the curve number varies between 75 to 90, and the lag time varies between 11 min to 77 min for the same sub-catchment, depending on the calibration event.
Table 1. Selected calibration storm events.

<table>
<thead>
<tr>
<th>Calibration Event ID</th>
<th>C7</th>
<th>C13</th>
<th>C19</th>
<th>C27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative rainfall (mm)</td>
<td>33.8</td>
<td>58.7</td>
<td>62.1</td>
<td>40.6</td>
</tr>
<tr>
<td>Peak flow (m³/s)</td>
<td>31.7</td>
<td>62.3</td>
<td>38.9</td>
<td>28.0</td>
</tr>
<tr>
<td>Flow volume (mm)</td>
<td>26.6</td>
<td>44.3</td>
<td>56.0</td>
<td>25.8</td>
</tr>
</tbody>
</table>

Table 2. List of the storm events selected for validation of the hydrologic model.

<table>
<thead>
<tr>
<th>Validation Event ID</th>
<th>Date</th>
<th>Cumulative Rainfall (mm)</th>
<th>Streamflow Peak (m³/s)</th>
<th>Streamflow Volume (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>22 February 1975</td>
<td>37.9</td>
<td>30.3</td>
<td>36.2</td>
</tr>
<tr>
<td>V2</td>
<td>10 September 1986</td>
<td>76.3</td>
<td>77.85</td>
<td>58.5</td>
</tr>
<tr>
<td>V3</td>
<td>17 July 1992</td>
<td>30.0</td>
<td>39.6</td>
<td>18.6</td>
</tr>
<tr>
<td>V4</td>
<td>28 August 1992</td>
<td>38.2</td>
<td>51.8</td>
<td>24.1</td>
</tr>
<tr>
<td>V5</td>
<td>20 January 1995</td>
<td>41.7</td>
<td>32.5</td>
<td>36.6</td>
</tr>
<tr>
<td>V6</td>
<td>5 October 1995</td>
<td>79.9</td>
<td>58.5</td>
<td>37.5</td>
</tr>
<tr>
<td>V7</td>
<td>19 August 2005</td>
<td>41.3</td>
<td>48.23</td>
<td>39.0</td>
</tr>
<tr>
<td>V8</td>
<td>19 October 2011</td>
<td>49.0</td>
<td>40.8</td>
<td>32.5</td>
</tr>
<tr>
<td>V9</td>
<td>4 September 2012</td>
<td>43.9</td>
<td>42.8</td>
<td>18.0</td>
</tr>
</tbody>
</table>

Figure 3 compares the observed hydrograph for validation storm events V2, V3 and V7 as examples against the hydrographs simulated with the selected sets of calibration parameters. These graphs show that with the average values of the parameters from the selected calibration events, peak flow for the validation events could be successfully simulated. Event V7 represents one of the most extreme historical flood events (August 2005) in the study area. Although the first storm peak is overestimated, the second highest peak is well captured. Considering the performance of hydrologic simulation for the validation events, the HEC-HMS model is set up with the average values of the selected calibration events to be further used for flood simulation.

4.2. Validation of the Hydrologic—Hydraulic Modeling to Generate Floodplain Maps

The most recent significant flood events in the study area were recorded in August 2005 and July 2013 (event of July 2013 was used in the hydrologic model calibration process and event of August 2005 was used for model validation). Water levels and rainfall distributions at the time of flooding were only available for the storm of 2013. Therefore, the calibrated hydrologic model (from the multi-event calibration approach), along with the hydraulic model, were used to generate floodplain corresponding to this event. The hydrologic model was driven with the recorded rainfall hyetograph of the event of July 2013, and then the hydraulic model was driven with the corresponding generated flows at 30 nodes throughout the watershed. Afterward, a floodplain map using the terrain (base map) for the study region was generated and the simulated water levels were compared with the recorded water levels. The water level at the time of flooding, obtained from the TRCA, was recorded at three different locations (Figure 4). The observed flood depth was converted to the GIS model datum (NAD83CSRS 1983) for the purpose of comparison. A simulated water level was achieved from the GIS analysis results in the format of raster, using linear interpolation. The results of this comparison are shown in Table 3. As Table 3 shows, the average difference between the observed flood depths for the event of July 2013 and simulated flood depths is around 0.35%, which could be attributed to the errors involved in measuring and recording the water level at the time of flooding, the model uncertainties and also the base map resolution. Regardless of this difference, the integrated procedure for floodplain mapping is considered reliable enough to be further used in developing probabilistic floodplain maps for the study area.
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Figure 3. Comparison of the observed hydrographs for the validation events with the simulated hydrographs from the calibration events.
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**Figure 4.** Location of the characteristic points to compare recorded water level from the flood event of July 2013 with the simulated water level.

**Table 3.** Comparison of the observed flood depth from the event of July 2013 with the simulated flood depth from the proposed integrated hydrologic–hydraulic–GIS based modeling for floodplain delineation (datum NAD83CSRS 1983).

<table>
<thead>
<tr>
<th>Location</th>
<th>Observed Flood Depth (m)</th>
<th>Simulated Flood Depth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>162.7</td>
<td>163.3</td>
</tr>
<tr>
<td>2</td>
<td>162.1</td>
<td>162.1</td>
</tr>
<tr>
<td>3</td>
<td>115.2</td>
<td>115.9</td>
</tr>
</tbody>
</table>

### 4.3. Uncertainty Analysis
Identifying Sensitive Parameters in Hydrologic and Hydraulic Modeling

The generated behavioral sets of the parameters obtained from running the hydrologic model through the GLUE approach were further analyzed to develop box plots. Box plots were created for the imperviousness, curve number and lag time for 70 sub-catchments and also for the channels’ manning values. Parameters with a high range of variation (spread) were selected as the sensitive parameters (as the value for these parameters could significantly vary depending on the flood event). Upper and lower values for the parameters were determined based on the developed box plots. Figure 5, for example, shows the boxplots for the imperviousness and curve number generated for the sub-catchments (horizontal axis). 124 parameters were selected to be incorporated in the uncertainty analysis of the hydrologic model. For the rest of the parameters (those that are not selected), the average value obtained from the plots was used.

Sensitive parameters affecting hydraulic modeling were selected by investigating the detailed topographic maps of the watershed. Consequently, 406 cross sections were selected where each cross section was associated with the manning values representing the floodplain and the channel’s roughness. The lower and upper value for the manning coefficients was considered 0.013 and 0.08, respectively [79].
catchments and also for the channels' manning values. Parameters with a high range of variation (spread) were selected as the sensitive parameters (as the value for these parameters could significantly vary depending on the flood event). Upper and lower values for the parameters were determined based on the developed box plots. Figure 5, for example, shows the boxplots for the imperviousness and curve number generated for the sub-catchments. 124 parameters were selected to be incorporated in the uncertainty analysis of the hydrologic model. For the rest of the parameters (those that are not selected), the average value obtained from the plots was used.

Figure 5. Box plots developed for (a) imperviousness and (b) curve number for 70 sub-catchments in the study area.

4.4. Developing Floodplain Maps

4.4.1. Probabilistic Floodplain Mapping Considering Different Uncertainties

To incorporate the effect of uncertainties in hydrologic and hydraulic modeling, seven scenarios (S1 to S7 in Table 4) were defined. Then, for each scenario, a probabilistic 100-year floodplain map was developed. The check mark (✓) in Table 4 indicates that the source of uncertainty (top row) was incorporated in the analysis. It should be noted that scenarios for which the uncertainty in the hydrologic model input and/or parameters is incorporated result in uncertain input for the hydraulic model.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Hydrologic Model Input (Rainfall)</th>
<th>Hydrologic Model Parameters (θ)</th>
<th>Hydrologic Model Input and Parameters (Rainfall and θ)</th>
<th>Hydraulic Model Parameters (Floodplain and Channels’ Manning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>S2</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>S3</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>S4</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>S5</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>S6</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>S7</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The hydrologic and hydraulic models were linked with the OSTRICH toolbox in a MATLAB interface, and the GLUE method was used to drive the models for each scenario for 5000 sets of generations to obtain at least 500 behavioral solutions. The threshold for accepting the behavioral solutions was NSE = 0.6. For each scenario, floodplain maps were developed for each of the behavioral solutions. To estimate flood probability at each cell
(1 m × 1 m resolution), the number of times when the cell was inundated (i.e., water level > 0) was divided by the total number of the behavioral solutions (i.e., 500). Probabilistic floodplain maps for different scenarios are shown in Figure 6 for a part of the watershed.

Figure 6. Probabilistic floodplain maps for (a) a selected part of the watershed (area designated with the square) correspond to different scenarios (b) no flooding; (c) scenario 1; (d) scenario 2; (e) scenario 3; (f) scenario 4; (g) scenario 5; (h) scenario 6; (i) scenario 7.
To further analyze the effect of each source of uncertainty on floodplain, a few cross sections upstream and downstream of the river were selected. Then, water level values at each cross section were normalized based on the maximum and minimum values obtained, considering different scenarios. Afterward, the mean and standard deviations of the water levels were calculated. Comparing standard deviations at each cross section gives an idea of the degree of water level variation due to different sources of uncertainties. Table 5 shows the statistics for two sample cross sections upstream and downstream of the river. Results show that the domain of the water level variation for cross sections upstream of the river is the highest when uncertainty associated with the hydrologic model input and parameters is incorporated in the analysis, while for the watershed area downstream, the water level is more affected by the hydraulic model uncertainties. It can also be concluded that for upstream of the river, the model’s parameters’ uncertainty has more effect on results. However, for downstream, the uncertainty from the model’s input affects the results more than the uncertainty from the model’s parameters.

Table 5. Water level variation upstream and downstream of the river due to different sources of uncertainty (std: standard deviation).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream</td>
<td>0.97</td>
<td>0.02</td>
<td>0.59</td>
<td>0.06</td>
<td>0.32</td>
<td>0.12</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Downstream</td>
<td>0.34</td>
<td>0.06</td>
<td>0.79</td>
<td>0.03</td>
<td>0.42</td>
<td>0.16</td>
<td>0.43</td>
</tr>
</tbody>
</table>

4.4.2. Future Probabilistic Floodplain Mapping under Climate Change

As shown in Figure 6 and Table 5, S3 presents greater uncertainty and standard deviation compared with S1 and S2 when only a single uncertainty source is considered, and S3, S6 and S7, which all include rainfall forcing uncertainty, are more uncertain; standard deviations are higher among all the scenarios. This indicates that overall rainfall forcing is the largest uncertainty source among the uncertainties considered. Thus, for floodplain mapping under future climate change impacts, we mainly focus on precipitation uncertainty.

Based on the IDF projections obtained from CCDP and the stationary and non-stationary IDF projections collected from Ganguli and Coulibaly [83] for the 2050s under RCP8.5, the 12 h 100-year rainfall storm event is designed using Hydrology Studio software by importing IDF data. Then, same as before, the designed rainfall distribution is used to generate ensemble rainfall inputs by using varying multipliers from the same range. The ensemble rainfall inputs are used to run HEC-HMS, and the produced flow values at different nodes are used to drive HEC-RAS. Ensembles of flood maps generated by HEC-RAS Ras Mapper are analyzed in ArcGIS to calculate the flooding probability for each cell. The probabilistic floodplain maps related to the 100-year event in the 2050s under RCP8.5 are presented in Figures 7 and 8. The area where there is potential risk of flooding is shown in blue, and the darker the blue means a higher flooding probability. The flood maps for S7 in previous section corresponding to the 12 h AES rainfall distribution were used as representative for current period. Additionally, the comparison of mean water levels between the current period and future period (under RCP8.5) for selected upstream and downstream sample cross sections is presented in Table 6.

Figure 7 shows the flooding probability maps for one example location from downstream. Comparison between current period and future period indicates an increasing flood risk under climate change, as more areas (e.g., road, parks and residential area) along the river are predicted as potential flood areas in Figure 7b–d compared with Figure 7a. Cell statistic results show that, for the current period, the simulated potential flooding area for the entire watershed for the 100-year event is around 3.01 km², while for the 2050s under RCP8.5, the average of potential flooding area for the 100-year event is increased to 4.76 km². The predicted flood extents for 2050s under RCP8.5 based on different data sources (Figure 7b–d) are similar, but the flooding probability related to the non-stationary IDF is higher for the
potential flood area than the other two scenarios, implying that the flood risk is greater when rainfall non-stationarity is fully accounted for. Figure 8 is the same as Figure 7 but for one example location from upstream. The same findings are observed, but the flooding probability difference between stationary and non-stationary scenarios is less significant for the upstream location. The increasing flood risk under climate change is also reflected by the increased water level as shown in Table 6. For the future period of the 2050s under RCP8.5, the mean water level is projected to rise 0.54–0.98 m (from different data sources, Figure 8b–d) compared with the current period for the upstream sample cross section, and is projected to rise 1.21–1.55 m for the downstream sample cross section. The water level increase is largest for the scenario of Figure 8d when non-stationary IDF is considered.

**Figure 7.** Probabilistic floodplain maps under future climate change from different data source for one downstream location: (a) current period; (b) 2040–2069 under RCP8.5 from CCDP; (c) 2030–2070 under RCP8.5 from stationary IDF; and (d) 2030–2070 under RCP8.5 from non-stationary IDF.

**Figure 8.** Probabilistic floodplain maps under future climate change from different data source for one upstream location: (a) current period; (b) 2040–2069 under RCP8.5 from CCDP; (c) 2030–2070 under RCP8.5 from stationary IDF; and (d) 2030–2070 under RCP8.5 from non-stationary IDF.
Table 6. Comparison of mean water level of selected upstream and downstream cross section for different scenarios: (a) current period; (b) 2040–2069 under RCP8.5 from CCDP; (c) 2030–2070 under RCP8.5 from stationary IDF; and (d) 2030–2070 under RCP8.5 from non-stationary IDF.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream mean water level (m)</td>
<td>206.99</td>
<td>207.73</td>
<td>207.53</td>
<td>207.97</td>
</tr>
<tr>
<td>Downstream mean water level (m)</td>
<td>85.8</td>
<td>87.32</td>
<td>87.01</td>
<td>87.35</td>
</tr>
</tbody>
</table>

5. Concluding Remarks

This study provides a methodology to incorporate uncertainties in probabilistic floodplain mapping. HEC-HMS and HEC-RAS models were used for hydrologic and 1D hydraulic modeling. Uncertainty associated with the models inputs and parameters was considered in the analysis through defining several scenarios. The proposed methodology was applied to a flash-flood-prone watershed in the Greater Toronto Area, Canada. The HEC-HMS model was calibrated using the DDS algorithm based on a multi-event calibration process considering more than 40 historical storm events. The HEC-RAS model, previously developed for the watershed, was used for river-flow routing. HEC-RAS RAS-Mapper was used to create floodplain maps with the watershed terrain model (1 m × 1 m resolution). For each scenario, 100-year probabilistic floodplain maps were then created by superimposing the maps generated using the GLUE method to account for the models’ inputs and parameters uncertainty. In addition, to better understand how the floodplain would evolve in future under the changing climate, probabilistic floodplain maps were also developed for the 100-year event in the 2050s under RCP8.5 using the same method but only considering the major source of uncertainty.

Insight into the maps showed that the extent of the floodplain and uncertainty in flood depth for each cell is higher in the existence of hydraulic structures, such as culverts and bridges. To quantify uncertainty at the cross-section scale, the water level obtained for each realization was normalized, taking into account the minimum and maximum water levels considering all realizations and all scenarios. Minimum and maximum generated water levels (based on the base map datum) for a selected cross section upstream of the river were 204.84 m and 207.74 m, respectively; so, the depth of the water due to a 100-year flood event at this cross section could vary up to 2.9 m. Similarly, for a selected cross section downstream of the river, minimum and maximum simulated water levels were 83 m and 86.55 m, respectively, which indicates a difference of up to 3.55 m in the water depth when uncertainties are incorporated in floodplain mapping. Considering all cross sections, minimum and maximum variations in the water depth were observed at 0.54 m and 6.37 m, respectively, with an average value of almost 3 m. Greater water level depth variation was observed downstream of the watershed. In the 2050s, under a high emission scenario, the total area under potential flood risk for this watershed is projected to increase by 1.75 km² compared to the baseline period, and the water depth for the selected upstream and downstream cross sections are projected to increase by 0.75 m and 1.43 m (average of future projection scenarios), respectively. The flooding probability related to non-stationary IDF is higher for the flood area compared with stationary IDF method, suggesting that flood risk is greater when rainfall non-stationarity is fully accounted for.

These results indicate how uncertain the floodplain maps could be and that to develop reliable floodplain maps, uncertainty associated with the modeling techniques and tools are required to be incorporated. The increasing flood inundation areas and depths also indicate an increasing flood risk for the future under climate change, which will require an improved flood management capacity to enhance the resilience to climate change and long-term sustainable development for the watershed. It is worth mentioning that other sources of uncertainty (such as the uncertainty arising from the models’ structure) could also affect the floodplain maps. Moreover, updating the HEC-RAS model with the recent LiDAR data could potentially enhance the results. Potential studies to extend the current
research include communication/presentation of uncertainty and probability with the end-users in the application of floodplain maps, reducing the uncertainty associated with flood modeling, and application of multi-model approaches to account for model structure uncertainty. Further study could also include the use of Radar and LiDAR data to access their potential in terms of reducing the uncertainty in the floodplain mapping.
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