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Cross-Project Online Just-In-Time Software Defect Prediction
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Abstract—Cross-Project (CP) Just-In-Time Software Defect Prediction (JIT-SDP) makes use of CP data to overcome the lack of data necessary to train well performing JIT-SDP classifiers at the beginning of software projects. However, such approaches have never been investigated in realistic online learning scenarios, where Within-Project (WP) software changes naturally arrive over time and can be used to automatically update the classifiers. We provide the first investigation of when and to what extent CP data are useful for JIT-SDP in such realistic scenarios. For that, we propose three different online CP JIT-SDP approaches that can be updated with incoming CP and WP training examples over time. We also collect data on 9 proprietary software projects and use 10 open source software projects to analyse these approaches. We find that training classifiers with incoming CP+WP data can lead to absolute improvements in G-mean of up to 53.89% and up to 35.02% at the initial stage of the projects compared to classifiers using WP-only and CP-only data, respectively. Using CP+WP data was also shown to be beneficial after a large number of WP data were received. Using CP data to supplement WP data helped the classifiers to reduce or prevent large drops in predictive performance that may occur over time, leading to absolute G-Mean improvements of up to 37.35% and 48.16% compared to WP-only and CP-only data during such periods, respectively. During periods of stable predictive performance, absolute improvements were of up to 29.03% and up to 41.25% compared to WP-only and CP-only classifiers, respectively. Our results highlight the importance of using both CP and WP data together in realistic online JIT-SDP scenarios.

Index Terms—Software defect prediction, cross-project learning, transfer learning, online learning, verification latency, concept drift.

1 INTRODUCTION

The primary objective of software quality assurance activities is to reduce the number of defects in software products [2]. It is a challenging problem considering the limitation of budget and time allocation for such activities. Software Defect Prediction (SDP) helps to reduce the time and effort required for testing software products by predicting which parts of the software are more likely to contain defects. Different machine learning approaches have been proposed for SDP [3]. Many studies have focused on identifying defect prone components (e.g., modules or files) [4]. Recent studies have been increasingly focusing on identifying defect-inducing software changes. This is known as Just-In-Time Software Defect Prediction (JIT-SDP) [5]. Advantages of JIT-SDP over component level SDP include [5]: (1) prediction made at an early stage, facilitating code inspection, (2) finer granularity of the predictions, making it easier to find defects, and (3) straightforward allocation of developers to inspect the code.

Similar to SDP at the module/file level, JIT-SDP classifiers require sufficient amount of training data which is not available during the initial phase of a project. To overcome this problem, previous work has proposed Cross-Project (CP) JIT-SDP, where historical data from other projects are used to train the classifier [6]. Existing CP JIT-SDP work [6] assumes an offline learning scenario, where classifiers are built based on a pre-existing training set and never get updated after that. This means that the CP classifier is never trained on Within-Project (WP) data. However, in practice, JIT-SDP is an online learning problem [7], i.e., a problem where both additional CP and WP training examples arrive over time, forming a data stream that can be used to update JIT-SDP models whenever a new labelled software change arrives.

The role of CP data in such online learning scenario is unclear. CP JIT-SDP has never been investigated in online mode before. In particular, it is unknown whether CP data is only helpful at the very early stages of the project when there is little WP data, or if it brings a prolonged benefit to the predictive performance of the classifier. For instance, it may be that CP approaches using an augmented training data stream formed by both WP and CP examples lead to increased predictive performance even at later stages of the project, given that classifiers are built using more data than WP classifiers trained only with WP data. Or, it may be that CP data cause such approaches to obtain worse predictive performance than WP classifiers once enough WP data is used for training. Besides, prediction quality can fluctuate due to variations (concept drifts) in the underlying defect generating process [7], [8], rendering JIT-SDP classifiers unreliable. The use of CP training data could potentially help to handle concept drift. This is specially the case considering that JIT-SDP is a class imbalance problem, where the number of defect-inducing software changes is typically much smaller than that of clean changes. In such kind of problem, it would take a lot of time to collect new WP defect-inducing examples to recover well from concept drift. CP training examples could potentially help to recover from concept drift more quickly.

This paper thus aims at investigating when and to what extent CP data can improve the performance of JIT-SDP models.
extent CP JIT-SDP data can be helpful in a realistic online learning scenario. It answers the following Research Questions (RQs):

RQ1 Can CP data help to improve predictive performance in the initial phase of a project, when there is little or no WP training data available? For how long and to what extent?

RQ2 Can CP data help to prevent sudden drops in predictive performance, which may be caused by concept drift? To what extent?

RQ3 What are the effects of CP data on the predictive performance during stable periods of the projects? Could the CP data be detrimental during stable periods, given that enough WP data may be available for training?

RQ4 Is it necessary to update CP approaches over time once a project starts, or is it enough to use models trained only with CP data produced before the project being predicted commences? If it is enough, online learning is not really necessary.

In online scenarios, both WP and CP training data arrive over time as their collection can be automated. If incoming CP data is used for updating a CP classifier over time, it is natural and reasonable to also use any WP data that may arrive over time. This is because such WP data should not hurt (and could potentially improve) predictive performance. Therefore, in online learning, we use the term CP when referring to approaches that make use of both incoming CP and WP data for training. This term is adopted with this meaning in our RQs and throughout the rest of this paper. This means that, for online learning scenarios, when we refer to the benefits of CP data, we do not mean the benefits of CP data in isolation, but the benefits of CP data used along with incoming WP data. Indeed the term CP means Cross-Project, i.e., data coming from multiple projects, and thus there is no reason for this term to exclude WP data in the context of online learning. When discussing realistic online learning scenarios in this paper, we will use the term Other-Project (OP) to refer to approaches that use data that come only from other projects than the project we are interested in. In this paper, these approaches are CP approaches trained only on CP data that are available before the project of interest commences, i.e., they are CP approaches that have no access to WP data. We use the term WP when referring to approaches that only use WP data.

To answer our RQs, we investigate four approaches: (1) a single online learning CP classifier trained on incoming WP and CP training examples, (2) an online learning CP ensemble where each classifier is trained on incoming training examples from a different project, (3) a single online learning CP classifier that filters out CP training examples that are likely to be very different from recent WP examples and (4) an OP classifier that is trained only with CP training data which arrive before the project of interest commences, and is never updated with incoming WP data. The first 3 approaches are online and are enhancements of the approaches used in the JIT-SDP literature [6], so that they can operate in online mode. The last approach represents CP approaches from the offline learning literature, which make use of only OP data. All of these approaches are compared against online WP [7], [9] approaches. Our experiments based on 9 proprietary and 10 open source software repositories show that the first and third approaches are helpful to improve predictive performance in JIT-SDP compared to WP classifiers, while the second and fourth are not.

Overall, our contributions are the following:

- We provide the first investigation of CP JIT-SDP in a realistic online learning scenario.
- We show how to adapt CP JIT-SDP approaches so that they can be used in an online learning scenario.
- We develop a new methodology to systematically analyse approaches during periods of drop in predictive performance (and conversely also periods of stability) in online learning. This enables us to know how much more robust CP JIT-SDP approaches are in terms of preventing such drops (and thus leading to more reliable predictions over time) compared to WP JIT-SDP approaches.
- By answering RQ1-4, we provide a detailed analysis revealing that the extent to which CP can be helpful in JIT-SDP is much larger than previously thought. It can not only provide significant improvements in predictive performance during the initial stages of a project (RQ1), but also can prevent drops in predictive performance over time (RQ2) and improve predictive performance during stable periods (RQ3).
- We show that online CP approaches outperform OP approaches (RQ4), highlighting the benefits of online learning in JIT-SDP.
- We show that it is better to use CP and WP data together to build a single classifier, rather than building different classifiers with disjoint subsets of the data.
- We provide an analysis of sensitivity to hyperparameters for the most promising CP approach (Filtering), providing an understanding of their effect on predictive performance.

This paper is further organized as follows. Section 2 presents related work. Section 3 introduces our online CP JIT-SDP approaches. Section 4 presents the investigated datasets. Section 5 explains the experimental setup for answering the RQs. Section 6 explains the results of the experiments. Section 7 presents the sensitivity analysis. Section 8 presents the analysis of computational cost. Section 9 explains the implications to practice. Section 10 explains the threats to validity. Section 11 presents the conclusions and future work.

2 RELATED WORK

There are many SDP studies [3], [10], [11], including recent studies investigating class imbalance techniques [12], automated feature engineering [13], ensemble learning [14], among others. In this section, we discuss three main research areas of SDP that are closely related to this work: CP SDP at the component level (Section 2.1), CP JIT-SDP (Section 2.2) and Online JIT-SDP (Section 2.3).

2.1 CP SDP at the Component Level

There have been several studies on CP SDP at the component level. An initial study provided guidelines for choosing
training factors that influence CP prediction success, such as data and process factors. Another study [16] showed that carefully selected CP training data may provide better prediction results than training data from the same project. Peters et al. [17] focused on selecting suitable CP training data based on the similarities between the distribution of the test and potential training data. They used a similarity metric and feature subset selection to remove irrelevant training data. Canfora et al. [18] proposed a multi-objective approach for CP defect prediction. They attempted to achieve a compromise between amount of code to inspect and number of defect-prone artifacts. This approach performed better than WP models. Panicella et al. [19] analysed the equivalence of different defect predictors and proposed a combined approach CODEP (COmbined DEfect Predictor) that uses machine learning to combine different and complementary classifiers. This combination performed better than the stand-alone CP technique. Nam et al. [20] applied Transfer Component Analysis (TCA) to CP SDP. TCA is a transfer learning approach that maps the data to a common latent space where CP and WP data are similar to each other. They also proposed a new approach called TCA+, which selects suitable normalisation options for TCA. Other studies [21], [22], [23] consider class imbalance learning for CP SDP. For instance, Ryu et al. [21] proposed an approach that uses similarity weight drawn from distributional characteristics and the asymmetric misclassification cost to balance imbalanced distributions.

Overall, these studies demonstrate that data distributional characteristics are important for CP SDP. They proposed approaches to select CP data that are similar to WP data, or to map CP and WP data into a latent space where they are similar. However, none of these studies were in the context of JIT-SDP or online SDP.

### 2.2 CP JIT-SDP

The first CP JIT-SDP study [6] carried out an empirical evaluation of CP JIT-SDP performance by using data from 11 open source projects. They investigated five CP JIT-SDP approaches based on project similarity, three variations of data merging approaches, and ensemble approaches where each model was trained on data from a different project. All approaches were based on random forests as base learners. They found that simple merging of all CP data into a single training set and ensemble approaches obtained similar predictive performance to that of WP models. Different from SDP at the component level, other more complex approaches, including similarity-based approaches, did not offer any advantage compared to these.

Another study [24] investigated CP JIT-SDP in mobile platforms using 14 apps extracted from the Commit.Guru platform [25]. They compared the CP performance of four different well-known classifiers and four ensemble techniques. Naive Bayes performed best compared to other classifiers and some ensemble techniques. They did not check how CP compared against WP results.

Chen et al. [26] considered JIT-SDP as a multi-objective problem to maximise the number of identified defect-inducing changes while minimising the effort required to fix the defects. They proposed a multi-objective optimization-based supervised method called MULTI to build logistic regression JIT-SDP models. They used six open source projects. MULTI was evaluated on three different model performance evaluation scenarios (cross-validation, cross-project-validation, and timewise-cross-validation) against 43 state-of-the-art supervised and unsupervised methods. They found that it can perform significantly better than WP methods.

Zhu et al. [27] proposed a JIT-SDP approach named DAECNN-JDP based on denoising autoencoder and convolutional neural network. WP and CP defect prediction experiments were performed on six large open source projects and DAECNN-JDP was compared with 11 baseline models, including eight machine learning models, EALR, Deeper and CNN-JDP. The results show that DAECNN-JDP achieved better predictive performance than the baseline models for both CP and WP defect prediction. However, the predictive performance of CP and WP approaches was not compared against each other.

Despite showing that CP JIT-SDP can obtain promising results compared to WP JIT-SDP, none of the studies above considered a realistic online learning scenario, where CP and WP training data arrive over time.

### 2.3 Online JIT-SDP

Some studies have highlighted the importance of respecting chronology in component-level SDP [28], [29]. However, very few studies explored JIT-SDP in online mode. Tan et al. [30] investigated JIT-SDP in a scenario where new batches of training examples arrive over time and can be used for updating the classifiers, using one proprietary and six open source projects. They considered the fact that the labels of training data may arrive much later than the commit time. This is known as verification latency [31] and is important to be taken into account in realistic scenarios. They used resampling techniques to deal with the class imbalanced data issue and updatable classification to learn over time. However, their approach assumes that there is no concept drift, i.e., that the defect generating process does not suffer variations over time.

McIntosh et al. [8] performed a longitudinal case study of 37,524 changes from the rapidly evolving QT and OPENSTACK systems and found that fluctuations in the properties of fix-inducing changes can impact the performance of JIT models. They showed that JIT models typically lose predictive power after one year, possibly as a result of concept drift. Hence, the JIT model should be updated with more recent data.

Cabral et al. [7] proposed a method called Oversampling Rate Boosting (ORB) to tackle class imbalance evolution in an online JIT-SDP scenario taking verification latency into account. Class imbalance evolution is a type of concept drift where the proportion of defect-inducing and clean examples fluctuates over time. ORB has an automatically adjustable resampling rate to tackle class imbalance evolution, being able to improve predictive performance over JIT-SDP approaches that assume a fixed level of class imbalance.

The existing online JIT-SDP studies build JIT-SDP models that are trained only on the WP data. They do not use
2.4 Online CP JIT-SDP

There is no previous work on online CP JIT-SDP except for a preliminary version of this paper, which was published in [1]. The key additions to the current paper compared to that one [1] are the following:

- The investigation of RQ2 was previously based on a visual analysis of the predictive performance plots, being subjective. We have now developed a new methodology to systematically and quantitatively analyse whether a given approach can help to prevent large drops in predictive performance that may occur over time. Therefore, the whole analysis of RQ2 has been re-done.
- The new methodology above also enables us to distinguish between periods of sudden drops and periods of stability of predictive performance. This is important because preventing drops is not so helpful if this results in poor performance during stable periods. We can now systematically investigate the predictive performance of the approaches also during stable periods, leading to the new RQ3.
- Existing CP JIT-SDP literature assumes that CP data used to train JIT-SDP classifiers are the data collected prior to the beginning of the software project of interest. If such OP data is enough to improve predictive performance over time in JIT-SDP, further training with CP data would be unnecessary, enabling companies to save resources. However, OP approaches were not investigated in the previous paper. We have now added RQ4 for that.
- We provide a sensitivity analysis of hyperparameters for the CP approach that achieved the most promising results. This sensitivity analysis was not available in the previous work and gives insights into how to choose hyperparameter values for this approach.
- We provide an analysis of the computational cost of the approaches, which was not available in the previous work.
- The previous study was based on 3 proprietary data sets and 10 open source projects. We have now collected more 6 proprietary data sets, making this the largest JIT-SDP study to date in terms of the number of proprietary software repositories. This improves the external validity of our study.

3 Online CP JIT-SDP Approaches

In this section, we modify and enhance three CP JIT-SDP approaches adopted in [6] to enable them to be applied to online JIT-SDP. All our algorithms fully respect chronology. In particular, they never use future CP/WP training examples, future knowledge about labels (i.e., defect-inducing or clean), or test examples, for training a model used for testing the present. Our CP approaches can be trained not only with CP and WP training examples that are made available over time after the first WP commit, but also with CP training examples produced before the first WP commit.

Training examples are generated using the online procedure recommended by Cabral et al. [7] to take verification latency into account for all approaches studied in this paper. In particular, a software change becomes a training example either when a defect is found to be associated to it, or once a pre-defined waiting period of $w$ days has passed, whichever is earlier. This waiting period represents the amount of time that it takes for one to be confident that the software change in question is clean. In other words, if no defect is found to be associated to the software change during the waiting period, a training example of the clean class is created to represent this software change. Otherwise, a training example of the defect-inducing class is created immediately after the defect is found. If, after the waiting period, a defect is found to be associated to a change that was previously considered clean, a new defect-inducing training example is created for it. Training examples are used to update the classifier as soon as they are created.

3.1 All-in-One (AIO) Approach

Existing offline JIT-SDP work [6] assumes that CP classifiers are not trained with any WP data. Unlike offline approaches, the AIO online CP approach includes WP data for training. All incoming CP and WP training data are considered as part of a single data stream of training examples, which are used to train a single online classifier as soon as they are produced. The data stream is in chronological order, i.e., the training examples are sorted based on the Unix timestamp of their author creation. A new incoming change that does not belong to the target project is used for training (respecting the chronology and verification latency), but not for prediction. Algorithm 1 shows the pseudocode for the AIO approach.

The classifier is initialised as an empty model that always predicts “clean”. When a new incoming change $x^t_p$ is received at time step $t$ (line 3), the algorithm first checks if this change belongs to the target project, i.e., to the project whose changes are being predicted (line 4). If it does, a prediction is provided for this change. After that, $x^t_p$ is stored in a queue for a pre-defined waiting period (line 7). All software changes in this queue are checked to see whether they can be used for training (line 8 to 21). If a defect is found to be associated to a given software change in the queue during the waiting period (lines 9 to 12), a defect-inducing training example is created to represent this change and is used for training. If a defect is not found by the end of the waiting period of a given change (lines 13 to 20), a clean training example is created for this change and is used for training. After that the change is removed from the queue. The algorithm also checks whether there is any past change found to be defect-inducing, but that was previously considered as a clean training example (lines 22 to 26). If there is, the classifier is trained using that change as a defect-inducing training example.

The key difference between our approach and the data merging approaches used by Kamei et al. [6] is that their learning was offline (without taking into account incoming training examples and verification latency) and they did not include WP data for training. In our proposed approach, the learning is online, takes verification latency into account,
and the classifier is trained on both CP and WP data whose labels are produced before the current timestamp.

### 3.2 Ensemble Approach

The Ensemble approach uses an ensemble of classifiers rather than a single classifier. A separate classifier is built from each project’s separate training data stream (e.g., for 10 projects there will be 10 different classifiers). This includes both CP and WP data streams. Each change belonging to the target project is then predicted by all the classifiers, and the mean of the predicted probabilities retrieved by the classifiers is calculated. This mean is used to predict whether the change is clean or defect-inducing. The pseudocode for the Ensemble approach is similar to that of the AIO approach, and can be found in the supplementary material [32]. As with the AIO approach, the chronological order of the training examples is always respected.

The predictions given by the ensemble are based on simple voting. The key differences between our approach and the approach used by Kamei et al. [6] are that our approach is online, and our ensemble contains a classifier built from WP training examples that have been labelled up to the current timestamp, rather than using only CP data classifiers.

### 3.3 Filtering Approach

We propose the following Filtering approach for online CP JIT-SDP. First, a fixed-size window of most recent incoming WP training examples is maintained. Whenever a CP training example arrives, it is compared with the training examples in the WP window. As with the AIO and Ensemble approaches, the chronological order of the training examples is always respected. Euclidean distances between the input features of the CP training example and each of the WP training examples in the window that have the same label as the CP training example are calculated to check how similar the CP training example is to recent WP examples. All input features used to describe the software changes in the data stream are used for calculating the Euclidean distance. It is important to use only training examples with the same label to compute the distance. Otherwise, the approach would consider that a CP clean training example described by similar features as a WP defect-inducing training example are similar training examples. However, they are different due to the different label.

The average of the smallest K distances is calculated. If this average distance is equal to or lower than a maximum threshold, the CP training example is allowed to train the classifier. Discarded CP training examples are kept in a fixed-sized queue. This queue is checked in every iteration to see whether any old discarded CP training example has now become suitable for training. This can be useful in case concept drift causes such discarded examples to become relevant at some point.

Algorithm 2 shows the pseudocode for the Filtering approach. The classifier is initialised as an empty model that always predicts “clean”. When a new incoming change $x_p^t$ from project $p$ is received at time step $t$ (line 3), the algorithm checks whether there are any old CP training examples that were previously not used for training due to their dissimilarity to WP examples, but that are now suitable for training due to their similarity to the current WP sliding window (lines 4–7). If there are, they are used for training. Then, a prediction is given if the change $x_p^t$ belongs to target project (lines 8–10). The change $x_p^t$ is then stored in a queue (line 11), waiting to be labelled. All changes in this queue are checked to see whether they can be labelled (lines 12 to 30). If they can, corresponding training examples are created and used for training only if they are similar enough to the WP sliding window (lines 21–23). If they are not similar enough and are CP examples, they are stored in the queue CP-$Q$ of discarded CP examples for possible future use (line 25). The sliding window is updated (slided) if the training example is WP (line 28). The algorithm also checks whether any change that was previously considered as clean has now been associated to a defect and uses it for training, but only if it is similar enough to the WP window (lines 31–39).
Algorithm 2 Filtering Approach

Input: $S = \text{stream of incoming changes from several projects}$, $b = \text{index identifying the test project}$, $w = \text{waiting period}$, $\text{WindowSize} = \text{size of the WP-Q sliding window}$, $K = \text{number of top short distances to be used}$, $\text{maxDist} = \text{distance threshold for similarity}$, $\text{cpqSize} = \text{maximum size of the queue CP-Q of dissimilar CP instances to be re-checked for similarity in the future}$

1. Initialise predictive model $m$
2. for each incoming change $x_i^p \in S$ do // $x_i^p$ is a change arriving from project $p$ at timestamp $t$
3.  \hspace{1em} if $\text{avgDist}(\text{training_example}, WP-Q, K) \leq \text{maxDist}$ for any $\text{training_example}$ in CP-Q
4.  \hspace{2em} train($m$, $\text{training_example}$)
5.  \hspace{1em} remove $\text{training_example}$ from CP-Q
6. end if
7. if $p = b$ then
8. \hspace{1em} $\hat{y} = \text{predict}(m, x_i^p)$
9. end if
10. store $x_i^p$ in a queue $WFL-Q$ // $WFL-Q$ is a queue of incoming examples waiting to be used for training

11. for each item $q^i$ in $WFL-Q$ do
12. \hspace{1em} if a defect was linked to $q^i$ at a timestamp $\leq t$
13. \hspace{2em} Create a defect-inducing $\text{training_example}$ for $q^i$
14. \hspace{1em} else
15. \hspace{2em} if $q^i$ is older than $w$ then
16. \hspace{3em} Create a clean $\text{training_example}$ for $q^i$
17. \hspace{3em} store $q^i$ in $CL-H$ // $CL-H$ is a hash of clean training examples
18. \hspace{2em} end if
19. end if
20. if a $\text{training_example}$ was created for $q^i$ then
21. \hspace{1em} if $\text{avgDist}(\text{training_example}, WP-Q, K) \leq \text{maxDist}$ or this is a WP change then
22. \hspace{2em} train($m$, $\text{training_example}$)
23. \hspace{1em} else
24. \hspace{2em} Add training_example to CP-Q
25. \hspace{2em} end if
26. \hspace{2em} Remove $q^i$ from $WFL-Q$
27. \hspace{2em} Slide WP-Q if training_example is WP
28. \hspace{2em} end if
29. end if
30. if a defect was linked to a $\text{training_example}$ in $CL-H$ before time $t$ then
31. \hspace{1em} swap label of $\text{training_example}$ to defect-inducing
32. \hspace{1em} remove $\text{training_example}$ from $CL-H$
33. \hspace{1em} if $\text{avgDist}(\text{training_example}, WP-Q, K) \leq \text{maxDist}$ then
34. \hspace{2em} train($m$, $\text{training_example}$)
35. \hspace{2em} else
36. \hspace{2em} add training_example to CP-Q
37. \hspace{2em} end if
38. end if
39. end for

4 Datasets

We have extracted data from nine proprietary software development project repositories from a Chinese software development company for the purpose of this study. The proprietary data collection used the same version of Commit Guru prepared for Chinese language [33] as in [1]. A description of the procedure used to prepare Commit Guru to collect data from Chinese software development companies can be found in [1]. We have also used ten existing datasets extracted from open source GitHub projects based on Commit Guru [25], which were made available by Cabral et al. [7].

Some information on the datasets is shown in Table 1. The input features include 14 change metrics: NS (number of modified subsystems), ND (number of modified directories), NF (number of modified files), Entropy (distribution of modified code across each file), LA (lines of code added), LD (lines of code deleted), LT (lines of code in a file before the change), FIX (whether or not the change is a defect fix), NDEV (number of developers that changed the modified files), AGE (average time interval between the last and the current change), NUC (number of unique changes to the modified files), EXP (developer experience), REXP (recent developer experience) and SEXP (developer experience on a subsystem). These change metrics have been shown to be adequate for JIT-SDP in previous work [5] and have been adopted in previous online JIT-SDP work [7], [8].

All software changes were chronologically ordered based on the author timestamp, which is provided by Git as the timestamp when the commit was first created by the author. Author timestamp is recommended over committer timestamp for studies involving time-based Git data [34]. This timestamp is used in our paper as the moment in time when a JIT-SDP model is required to provide a prediction for this software change. The timestamp when a software change is found to be defect-inducing is the author timestamp of the commit that fixes this software change, as retrieved by Commit Guru [25]. Such timestamps and the waiting period $w$ are used to determine when the training examples become available for training, following the procedure [7] explained in the beginning of Section 3. In this way, both the moment when software changes are predicted and the moment when software changes become available for training fully respect chronology. Commit guru uses git log to get the commits. Git log lists all commits in the current branch. If another branch is merged into it, the commits from that other branch will also show, and are chronologically ordered with the other commits based on author timestamp.

5 Experimental Setup

This section explains the experimental setup for answering the RQs introduced in Section 1. A replication package is available at https://zenodo.org/badge/latestdoi/455513474.

5.1 Compared Approaches

RQ1-3 will be answered by comparing the predictive performance of the online CP approaches presented in Section 3.
against that of online WP approaches, providing a detailed understanding of when and to what extent CP data can be helpful to improve predictive performance in JIT-SDP. Comparisons of online CP against OP approaches will be used to answer RQ4, revealing whether online learning is really helpful in JIT-SDP. As with the online CP approaches, the WP and OP approaches take verification latency into account following Cabral et al. [7]’s waiting time procedure and always respect chronology. A dummy classifier that predicts clean or defect inducing uniformly at random is also used for a preliminary investigation.

The online WP approaches are approaches able to learn WP training examples over time, but learn no CP data. The OP approaches represent the core CP strategies adopted in the offline CP JIT-SDP literature [6]. They do not use WP data for training, except for when filtering is adopted, in which case WP data are only used to decide which CP data to filter out from the training process. As existing CP JIT-SDP work does not adopt online learning, its corresponding approaches would only train JIT-SDP models with CP data produced prior to the development of the project of interest. Therefore, this is also the case for the OP approaches investigated in this study. Both an AIO and a Filtering OP approach are adopted. The OP AIO uses all the OP data to train the same predictive model, as in [6]. To ensure fair comparisons for the purpose of answering RQ4, the OP Filtering approach makes use of the same filtering mechanism explained in Section 3.3.

For simplicity, when referring to the CP approaches AIO and Filtering presented in Section 3, we will omit the term “CP”. When referring to the OP AIO and Filtering approaches, we will make use of the term “OP” explicitly.

Given an open source repository corresponding to a project of interest, for CP approaches, all 10 open repositories are considered as the CP data. For the OP approaches, the other 9 open source repositories are considered as the OP data. Given a proprietary repository, the AIO approaches would only train JIT-SDP models with CP data produced prior to the development of the project of interest. Therefore, this is also the case for the OP approaches investigated in this study. Both an AIO and a Filtering OP approach are adopted. The OP AIO uses all the OP data to train the same predictive model, as in [6]. To ensure fair comparisons for the purpose of answering RQ4, the OP Filtering approach makes use of the same filtering mechanism explained in Section 3.3.

For simplicity, when referring to the CP approaches AIO and Filtering presented in Section 3, we will omit the term “CP”. When referring to the OP AIO and Filtering approaches, we will make use of the term “OP” explicitly.

Given an open source repository corresponding to a project of interest, for CP approaches, all 10 open repositories are considered as the CP data. For the OP approaches, the other 9 open source repositories are considered as the OP data. Given a proprietary repository, the AIO approaches were investigated in two different ways: (a) combining both 10 open source and the 9 proprietary repositories as the CP data and (b) only with the 9 proprietary repositories as the CP data. For OP AIO, cases similar to (a) and (b) were used, but the OP data excluded the data from the project of interest. CP and OP Filtering approaches were investigated only in the scenario (a), again with the OP data excluding the data from the project of interest. They were not investigated using only proprietary data because filtering reduces the amount of training data by filtering dissimilar instances, and the amount of proprietary data is already small compared to the amount of open source data. Hence, using only proprietary data would likely be insufficient to train models for Filtering approaches. In addition, due to the poor results obtained by the Ensemble approach on the open source data, this approach was not run for the proprietary data.

JIT-SDP is a class imbalance problem [5], [6], [7], [30], and the open source data used in this study are known to be affected by this issue [7]. Therefore, learning approaches need to use online learning classifiers that can deal with that. Two state-of-the-art approaches for online class imbalanced learning are Improved Oversampling Online Bagging (OOB) and Improved Undersampling Online Bagging (UOB) [9]. Also, Cabral et al. [7] proposed a new approach called Oversampling Rate Boosting (ORB), which improves the predictive performance further in the context of WP JIT-SDP. The three approaches are ensembles of Hoefding Trees [35]. These are online learning base classifiers, which are updated incrementally with each new training example, preserving old knowledge without requiring storage of old examples. Previously, OOB and UOB achieved similar performance in WP JIT-SDP [7], and ORB performed the best. Thus, only OOB and ORB are selected as the base classifiers for the approaches investigated in our study.

<table>
<thead>
<tr>
<th>Project</th>
<th>Total Changes</th>
<th># Defect-inducing Changes</th>
<th>% Defect-inducing Changes</th>
<th>Median Defect Discovery Delay (days)</th>
<th>Time Period</th>
<th>Main Language</th>
<th>Project Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>tomcat</td>
<td>18807</td>
<td>3207</td>
<td>27.34</td>
<td>203.798</td>
<td>27-03-2006 - 06-12-2017</td>
<td>Java</td>
<td>Open source [7]</td>
</tr>
<tr>
<td>Revolute</td>
<td>18025</td>
<td>3125</td>
<td>17.25</td>
<td>76.466</td>
<td>14-11-2017 - 16-01-2018</td>
<td>Java</td>
<td>Open source [7]</td>
</tr>
<tr>
<td>Neutron</td>
<td>19 522</td>
<td>460</td>
<td>23.6</td>
<td>82.597</td>
<td>01-01-2011 - 27-12-2017</td>
<td>Python</td>
<td>Open source [7]</td>
</tr>
<tr>
<td>Broadleaf commerce</td>
<td>10 010</td>
<td>251</td>
<td>18.6</td>
<td>42.581</td>
<td>19-12-2008 - 21-12-2017</td>
<td>Java</td>
<td>Open source [7]</td>
</tr>
<tr>
<td>C1</td>
<td>1030</td>
<td>confidential</td>
<td>confidential</td>
<td>18.17</td>
<td>16-09-2018 - 17-07-2019</td>
<td>Javascript</td>
<td>proprietary</td>
</tr>
<tr>
<td>C4</td>
<td>341</td>
<td>confidential</td>
<td>confidential</td>
<td>4.13</td>
<td>17-04-2019 - 17-10-2019</td>
<td>Javascript and 3D studio</td>
<td>proprietary</td>
</tr>
<tr>
<td>C6</td>
<td>305</td>
<td>confidential</td>
<td>confidential</td>
<td>5.92</td>
<td>22-05-2019 - 13-12-2019</td>
<td>Javascript and 3D studio</td>
<td>proprietary</td>
</tr>
<tr>
<td>C8</td>
<td>798</td>
<td>confidential</td>
<td>confidential</td>
<td>0.91</td>
<td>22-05-2019 - 16-09-2019</td>
<td>Python</td>
<td>proprietary</td>
</tr>
<tr>
<td>C9</td>
<td>694</td>
<td>confidential</td>
<td>confidential</td>
<td>0.77</td>
<td>18-09-2017 - 21-08-2017</td>
<td>Python</td>
<td>proprietary</td>
</tr>
</tbody>
</table>
that were available prior to the beginning of the project being predicted. The analyses done for RQ1, RQ2 and RQ3 will concentrate on the predictive performance (1) in the beginning of the projects, (2) during periods of time where we can observe sudden drops in predictive performance of the WP approach and (3) during periods of stable predictive performance of the WP approach, respectively. The analysis for RQ4 will discuss all of (1-3). The procedure used to distinguish between (1), (2) and (3) is described in Section 5.3.

We adopt the Geometric Mean (G-Mean) of Recall0 and Recall1 as measures of predictive performance, where Recall0 is the recall on the clean class and Recall1 is the recall on the defect-inducing class. These metrics were computed sequentially and using a fading factor to enable tracking changes in predictive performance over time, as recommended for problems that may suffer concept drift [36]. If the current example belongs to class $i$, \( \hat{y}_i(t) = \theta \hat{y}_{i(t-1)} + (1 - \theta) \mathbb{1}_{\hat{y} = i} \), where $\hat{y}$ is the predicted class, and $\mathbb{1}_{\hat{y} = i}$ is the indicator function, which evaluates to one if $\hat{y} = i$ and to zero otherwise. If the current example does not belong to class $i$, $\hat{y}_i(t) = \hat{y}_{i(t-1)}$.

Also, \( \text{G-Mean}(t) = \sqrt{\text{Recall}_0(t) \times \text{Recall}_1(t)} \). It is worth noting that \( \text{Recall}_0 = 1 - \text{False Alarm Rate} \), i.e., false alarms are taken into account through Recall0 and G-Mean.

These metrics were chosen because they are the most recently recommended for online class imbalance learning [9]. We opted for G-Mean instead of Area Under the ROC Curve (AUC). AUC has been discouraged in the context of software defect prediction [37] because it incorporates several threshold values that are not meaningful in practice, making the comparison among approaches difficult. Other metrics such as Matthews Correlation Coefficient (MCC) and F1-Score were not used because they are biased when there is class imbalance [9], [38]. Such bias is particularly problematic when the imbalance ratio is changing overtime as in the case of JIT-SDP [7]. This is because the performance metric would vary over time based on the current imbalance ratio, even if the quality of the predictions given by the classifier remains the same. Therefore, G-Mean is more adequate for our study.

### 5.3 Identifying Initial Periods and Periods of Sudden Drops in Predictive Performance

We define the initial phase of the open source projects as the period of time ranging from the first time step until the time step where the G-Mean of the WP approach reaches the value of its average G-Mean across time steps. It represents the time it takes for the G-Mean of this approach to reach its typical values for a given project. Knowledge of how long such period can be and how much it may vary from project to project can be useful to enable: (a) more informed decisions in terms of whether and when to trust the predictions given by a JIT-SDP model, and (b) to check which approaches can learn more quickly so as to present a better G-Mean during this initial stage.

For the proprietary data, the total number of time steps is too small to use the average G-Mean across time steps for this purpose. In particular, had longer periods of time been observed, the G-Mean values would be likely to improve further, given the trends in G-Mean at the end of the period analyzed for these projects (see Fig. 2, which will be discussed later in this section). Therefore, instead of using the average G-Mean across all time steps, we have used the average G-Mean across the last 40 time steps to determine the initial phase. We chose to fix the value of 40 so that enough time steps are being used for the calculation while ensuring that only the very last time steps are used, as they would be the time steps most likely to have increased predictive performance.

A systematic approach is applied to identify the periods of sudden drop in predictive performance. Its pseudocode is shown in the supplementary material [32]. First, the peaks in the \( \text{G-Mean}(t) \) (Section 5.2) obtained by the WP approach across time steps are identified for each of the datasets using a python module called ‘Detecta’ [39]. This module provides a function to detect or identify the change or occurrence of a particular event in the data, based on a threshold. Then, we start analysing the \( \text{G-Mean}(t) \) for each time step $t$. In particular, we compare \( \text{G-Mean}(t) \) against the simple average G-Mean obtained based on the WP approach’s predictions over all software changes between the immediate previous peak identified by Detecta and the current time step $t$. If \( \text{G-Mean}(t) \) drops below 20% of the simple average G-Mean, then the time period from the immediate previous peak to the next peak following this time step is considered as a period of sudden drop in G-Mean. The threshold 20% was chosen after investigating several different threshold values. Smaller thresholds than 20% caused too many small drops in performance to be considered as sudden drops, whereas larger thresholds resulted in most sudden drops in performance to be missed. Examples of sudden drop periods identified by this systematic approach can be seen in the grey shaded areas of Figures 1 and 2. As we can see, the approach is able to identify periods of time where the G-Mean of the WP approach presents severe drops.

Considering only the sudden drop periods without knowing what happens in the periods of stable performance would give us incomplete insights. In particular, an approach that is able to prevent sudden drops in performance, but performs much worse during stable periods would not be so useful. Therefore, we also investigate periods of stable performance. Any period after the initial period excluding the sudden drop periods is considered as a stable period.

### 5.4 Statistical Tests and Effect Size

The predictive performances obtained during each period of the projects (initial phase, periods of sudden drop and stable periods) will be compared across data sets using the Scott-Knott procedure [40], which ranks the models and separates them into clusters. This test is used to select the best subgroup among different models. Non-parametric bootstrap sampling is used to make the test non-parametric, as recommended by Menzies et al. [41]. As explained by Demsar [42], non-parametric tests are adequate for comparison across data sets.

In addition, the Scott-Knott test adopted in this paper uses A12 effect size [43] to rule out any small differences in
performance. Specifically, Scott-Knott only performed statistical tests to check whether groups should be separated if the A12 effect size was not insignificant [41]. If the A12 effect size was insignificant, groups were not separated. We will refer to Scott-Knott based on Bootstrap sampling and A12 as Scott-Knott.BA12. Smaller Scott-Knott.BA12 rankings are better rankings.

We also report the A12 effect sizes against the WP approach for each dataset individually to support the analysis. Symbols [*], [s], [m] and [b] represent insignificant, small, medium and large A12 effect size. Presence/absence of the sign “-” in the effect size means that the corresponding approach was worse/better than the corresponding WP approach.

5.5 Parameter Tuning

The parameters for the Filtering approach were chosen by performing grid search on the initial portion (1000 commits and one-third commits respectively for open source and proprietary data) of the datasets using the following set of values: \( w \text{indowSize} = \{500,600,700,1000\} \), number of top short distances to be used \( K = \{50,100,200\} \), distance threshold for similarity \( m\text{axDist} = \{0.6,0.7,0.8\} \) and maximum size of the queue of dissimilar CP instances \( c\text{pqSize} = \{500,1000\} \). Two ORB parameters are also tuned by grid search: moving average window size=\{50, 100, 200\} and \( n = \{3, 5, 7\} \) for open source and proprietary data. The rest of the ORB parameters were kept to the same values as in [1] for open source datasets, as they have already been tuned for these datasets. However, for the proprietary datasets, OOB parameters were further tuned using the following set of values: \( \text{ensemble} = \{5,10,20,30,40\} \) and \( \theta = \{0.9,0.99,0.999\} \). We will also provide an analysis of sensitivity of the online CP approach that obtained the most promising results (Filtering) to its parameters in Section 7.

The waiting period was 90 days for the open source datasets as in [1] and 30 days for the proprietary datasets, due to their lower defect discovery delay (see Table 1). When open source data were used in combination with proprietary data, waiting period of 30 days was used for both types of datasets. Cabral et al. [7]'s study on WP JIT-SDP recommended to use waiting periods that are close to the expected median time to discover defects in the project. However, due to concept drift, it is advisable to use shorter waiting periods when some of the CP data have shorter defect discovery delay. This is because shorter waiting periods enable speeding up recovery from concept drift. The choice of waiting period may cause some defect-inducing commits to be initially labelled as clean and then relabelled to defect-inducing once a defect is found to be associated to them. However, once an example is relabelled, it is immediately used for training again. When that happens, the resampling rates adopted by OOB and ORB are likely to help emphasising the new defect-inducing label, given that the defect-inducing class is usually a minority class.

Thirty executions of each approach with each of the base classifiers have been performed on each dataset.

6 Experimental Results

Tables 2 to 7 include the results obtained by the CP, WP and OP approaches for the different periods of time investigated in this study. Results obtained by the ORB-based approaches are shown in the supplementary material, for space considerations. Section 6.1 presents a preliminary comparison of the approaches against the dummy classifier. Sections 6.2 to 6.4 will focus on the comparisons between the CP and WP approaches, whereas Section 6.5 will also consider the OP approaches.

6.1 Preliminary Analysis

We compared all approaches against a dummy classifier as a preliminary analysis. A JIT-SDP classifier that outperforms a dummy classifier in terms of overall predictive performance is a classifier that was able to learn relevant JIT-SDP knowledge. Filtering and AIO were always able to outperform a dummy classifier in terms of overall G-Mean across times steps, with large effect size. These results are in Table 7 of the supplementary material, for space considerations. The Scott-Knott.BA12 ranking of these approaches across datasets was much better than that of the dummy classifier. The WP and Ensemble approaches also achieved better overall G-Mean ranking than the dummy classifier, even though they were unable to consistently outperform the dummy classifier in all individual datasets. The OP approaches obtained worse overall G-Mean ranking than the dummy classifier. This means that it was unable to learn enough JIT-SDP knowledge to be of practical use for these projects.

Table 8 of the supplementary material shows the overall G-Mean across time steps obtained by all approaches for the proprietary projects. The dummy classifier outperformed all approaches, achieving the top ranking in terms of overall G-Mean across datasets. It is known that a small number of training examples from the underlying problem distribution negatively affects machine learning models [44]. The small number of WP training examples (Table 1) is likely the reason for such poor results on the proprietary projects. Nevertheless, it is still useful to further compare the existing approaches on the proprietary datasets in the subsequent sections of this paper. Approaches that perform better than other approaches on these datasets are likely to learn faster (with less training examples) than approaches that perform worse.

An ideal JIT-SDP approach would also outperform a dummy classifier at different individual stages of the learning process. However, this is unlikely to be achievable in practice. In particular, during the first time steps of the learning, there would always be a very small number of WP examples to learn from. Therefore, so long as WP data is relevant to achieve good predictive performance, there would always be at least some very initial time steps where a given approach performs worse than a dummy classifier. During latter periods of time, concept drifts may sometimes also have a similar effect to that of a small number of training examples. This is because concept drifts may uncover areas of the input space that have not yet been learned. To gain a better understanding of how well the approaches perform against the dummy classifier, we have compared each approach against the dummy classifier separately during the initial, performance drop and stable periods.

Table 2 (and Table 1 of the supplementary material) shows the results obtained during initial period for the
opensourse projects. From the Scott-Knott.BA12 test results, we can see that AIO-OOB and Filter-OOB were better ranked than the dummy classifier in terms of G-Mean across open source projects for both OOB and ORB. When analysing individual open source projects, AIO-OOB and Filter-OOB outperformed the dummy classifier with large effect size in 6 and 7 out of 10 projects, respectively. Similar results were achieved when adopting ORB. Absolute improvements in G-Mean were up to 25.09% and 24.98%, for Neutron using AIO-ORB and Filter-ORB, respectively. All other approaches were unable to rank better than the dummy classifier during the initial period.

From Table 3 (and Table 2 in the supplementary material) we can see that all approaches ranked worse than the dummy classifier on the initial period of proprietary projects. This is because the number of commits in the initial period for proprietary data is very small. In reality, the actual initial period might be much longer if we had more commits from these projects. It is possible that the whole period of time analysed for these projects is actually part of the initial period. In most cases, the whole period of the proprietary projects is smaller than the initial period of the open source projects. In particular, the median total number of software changes in the proprietary projects is 555, whereas the median initial period of the open source projects is 17844.5. This explains the poor performance of all approaches on the proprietary projects.

Table 4 (and Table 3 of the supplementary material) shows the results obtained during performance drop periods for open source projects. AIO and Filtering obtained better Scott-Knott.BA12 ranking than the dummy classifier, whereas the other approaches did not. When looking at individual datasets, AIO and Filtering were able to outperform the dummy classifier with large effect size in the performance drop periods of all projects except for JGroups when using OOB and Npm when using ORB. This is an encouraging result for AIO and Filtering, as the performance drop periods are periods where we expect the approaches to struggle to perform well. The absolute improvements were up to 17.39% for BroadleafCommerce and up to 17.48% for Nova when using AIO-OOB and AIO-ORB, respectively in terms of G-Mean.

For the proprietary projects (Table 5 of the paper and Table 4 of the supplementary material), all approaches obtained worse Scott-Knott.BA12 ranking than the dummy classifier during the performance drop period.

Table 6 (and Table 5 of the supplementary material) shows the results obtained during stable periods for open source projects. According to the Scott-Knott.BA12 tests, the AIO, Filtering, Ensemble and WP approaches performed better than the dummy classifier during the stable periods. There were improvements in G-Mean with large effect sizes for all datasets, except for the Ensemble approach on JGroups. In particular, Filtering-OOB led to absolute improvements in G-Mean of up to 32.22% (for Neutron) and AIO-ORB approach led to absolute improvements in G-Mean of up to 31.87% (for Neutron) compared to the dummy approach (Tables 6 and Table 5 of the supplementary material). The OP approaches were unable to achieve better ranking than the dummy classifier across datasets.

For proprietary projects (Table 7 of the paper and Table 6 of the supplementary material), according to Scott-Knott.BA12, AIO-OOB-combined and Filter-ORB-combined were able to outperform the dummy classifier across datasets. Filter-OOB-combined achieved the largest absolute improvement in G-Mean of 9.42% for C2 among CP approaches. AIO-ORB-proprietary achieved absolute G-Mean improvements of up to 12.7% (for C3). These results are encouraging. They show that, at least during periods of stability, some AIO approach is able to outperform the dummy classifier, despite the overall G-Mean of all approaches having been worse than that of the dummy classifier. This strengthens our belief that, had they been given more WP training data for training, the proposed approaches would also perform better than the dummy classifier in terms of overall G-Mean.

The preliminary analysis shows that the proposed CP approaches are able to learn relevant JIT-SDP knowledge. They outperformed the dummy classifier in terms of overall G-Mean for the open source projects, despite not always outperforming the dummy classifier on every individual initial and performance drop periods. Other approaches struggled more to outperform the dummy classifier. All approaches struggled to perform well on the proprietary projects, due to the limited number of WP training examples.

### 6.2 RQ1: Initial Phase of the Project

Tables 2 and 3 show the number of time steps of the initial phase, the average G-Mean, the effect size A12 against the dummy approach, and the Scott-Knott.BA12 results during this period for the OOB approaches on the open source and proprietary data, respectively. Results for ORB can be found in the supplementary material. Note that the time steps corresponding to the initial period (and also the stable and sudden drop periods) are different for OOB and ORB, such that we cannot compare these approaches against each other in these separate periods. A comparison between these two approaches across all time steps is shown in the supplementary material.

The initial phase of the open source projects lasted from 461 to 6271 time steps with a median of 1418 when using OOB (Table 2). This length of time was also considerable when using ORB, lasting from 900 to 6271 time steps with a median of 1553. The initial phase of the proprietary projects was typically much smaller than that of the open source projects, lasting from 8 to 581 time steps for OOB (Table 3) and from 62 to 671 time steps for ORB. This is probably related to the fact that the duration of these projects as a whole was in general much shorter than that of the open source projects.

For open source projects, AIO and Filtering ranked the best for both OOB and ORB according to Scott-Knott.BA12. A12 effect sizes against WP learning for individual datasets were typically large. The average G-Means of the AIO and Filtering approaches were typically higher during the initial phase than those of the WP approach (absolute improvements in G-Mean of up to 44.81% and 53.89%, for brackets using Filtering-OOB and AIO-ORB respectively). For the Filtering approach, the G-Means were better than
TABLE 2: Number of initial time steps of the initial phase, average G-Means, A12 effect sizes against the Dummy approach and Scott-Knott.BA12 ranking to compare OOB-based approaches on this initial phase for open source data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Time Steps</th>
<th>Dummy</th>
<th>WP-OOB</th>
<th>AIO-OOB</th>
<th>Filter-OOB</th>
<th>Ensemble-OOB</th>
<th>OP-AIO-OOB</th>
<th>OP-Filter-OOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tomcat</td>
<td>2086</td>
<td>50</td>
<td>43.62(4.84)[-b]</td>
<td>51.95(1.25)[-b]</td>
<td>52.50(1.71)[-b]</td>
<td>33.67(4.63)[-b]</td>
<td>33.12(3.28)[-b]</td>
<td>52.86(1.15)[-b]</td>
</tr>
<tr>
<td>JGroups</td>
<td>1268</td>
<td>50</td>
<td>38.60(3.83)[-b]</td>
<td>38.29(0.84)[-b]</td>
<td>39.01(0.75)[-b]</td>
<td>16.64(4.36)[-b]</td>
<td>0.00(0.00)[-b]</td>
<td>0.00(0.00)[-b]</td>
</tr>
<tr>
<td>Spring-Integration</td>
<td>461</td>
<td>50</td>
<td>27.30(1.21)[-b]</td>
<td>24.28(0.25)[-b]</td>
<td>38.69(0.49)[-b]</td>
<td>19.48(0.22)[-b]</td>
<td>11.15(6.13)[-b]</td>
<td>29.16(6.34)[-b]</td>
</tr>
<tr>
<td>Camel</td>
<td>3112</td>
<td>50</td>
<td>46.82(1.71)[-b]</td>
<td>57.75(0.74)[-b]</td>
<td>57.07(0.82)[-b]</td>
<td>39.42(0.52)[-b]</td>
<td>47.01(1.06)[-b]</td>
<td>46.94(0.96)[-b]</td>
</tr>
<tr>
<td>Brackets</td>
<td>1569</td>
<td>50</td>
<td>21.37(0.03)[-b]</td>
<td>64.89(1.32)[-b]</td>
<td>66.17(0.74)[-b]</td>
<td>46.83(0.91)[-b]</td>
<td>50.46(1.05)[-b]</td>
<td>59.45(1.33)[-b]</td>
</tr>
<tr>
<td>Nova</td>
<td>6271</td>
<td>50</td>
<td>55.42(0.41)[-b]</td>
<td>63.15(0.66)[-b]</td>
<td>64.39(0.34)[-b]</td>
<td>51.66(0.29)[-b]</td>
<td>62.55(1.16)[-b]</td>
<td>62.88(4.43)[-b]</td>
</tr>
<tr>
<td>Fabric8</td>
<td>795</td>
<td>50</td>
<td>27.01(0.3)[-b]</td>
<td>51.51(1.42)[-b]</td>
<td>58.63(1.57)[-b]</td>
<td>40.30(0.69)[-b]</td>
<td>56.57(3.12)[-b]</td>
<td>45.52(1.08)[-b]</td>
</tr>
<tr>
<td>Neutron</td>
<td>917</td>
<td>50</td>
<td>44.84(5.75)[-b]</td>
<td>73.55(0.99)[-b]</td>
<td>67.29(2.45)[-b]</td>
<td>55.77(1.1)[-b]</td>
<td>67.00(0.41)[-b]</td>
<td>73.15(0.7)[-b]</td>
</tr>
<tr>
<td>Npm</td>
<td>2536</td>
<td>50</td>
<td>26.92(1.11)[-b]</td>
<td>48.37(1.34)[-b]</td>
<td>45.75(1)-[-b]</td>
<td>42.02(0.34)[-b]</td>
<td>42.89(0.03)[-b]</td>
<td>15.71(1.53)[-b]</td>
</tr>
<tr>
<td>BroadleafCommerce</td>
<td>677</td>
<td>50</td>
<td>36.10(0.26)[-b]</td>
<td>50.32(1.55)[-b]</td>
<td>53.16(1.99)[-b]</td>
<td>37.26(1.58)[-b]</td>
<td>40.29(2.83)[-b]</td>
<td>30.63(3.63)[-b]</td>
</tr>
</tbody>
</table>

| Ranking       | 2           | 3           | 4           | 1           | 1           | 4           | 3           | 3           |

TABLE 3: Number of initial time steps of the initial phase, average G-Means, A12 effect sizes against the Dummy approach and Scott-Knott.BA12 ranking to compare OOB-based approaches on this initial phase for proprietary data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Time Steps</th>
<th>Dummy</th>
<th>WP-OOB</th>
<th>AIO-OOB combined</th>
<th>AIO-OOB proprietary</th>
<th>Filter-OOB combined</th>
<th>OP-AIO-OOB combined</th>
<th>OP-Filter-OOB combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>284</td>
<td>50</td>
<td>15.78(4.12)[-b]</td>
<td>35.07(3.74)[-b]</td>
<td>15.97(3.9)[-b]</td>
<td>42.52(1.17)[-b]</td>
<td>0.00(0.00)[-b]</td>
<td>0.00(0.00)[-b]</td>
</tr>
<tr>
<td>C2</td>
<td>581</td>
<td>50</td>
<td>24.62(3.37)[-b]</td>
<td>31.03(0.43)[-b]</td>
<td>32.71(3.39)[-b]</td>
<td>46.02(0.76)[-b]</td>
<td>43.84(1.09)[-b]</td>
<td>5.62(2.70)[-b]</td>
</tr>
<tr>
<td>C3</td>
<td>82</td>
<td>50</td>
<td>8.48(0.01)[-b]</td>
<td>23.36(0.00)[-b]</td>
<td>35.00(0.01)[-b]</td>
<td>8.62(0.00)[-b]</td>
<td>0.00(0.00)[-b]</td>
<td>0.00(0.00)[-b]</td>
</tr>
<tr>
<td>C4</td>
<td>24</td>
<td>50</td>
<td>7.99(0.13)[-b]</td>
<td>18.93(2.73)[-b]</td>
<td>18.63(3.19)[-b]</td>
<td>0.00(0.00)[-b]</td>
<td>20.10(0.14)[-b]</td>
<td>14.47(0.39)[-b]</td>
</tr>
<tr>
<td>C5</td>
<td>8</td>
<td>50</td>
<td>11.62(0.01)[-b]</td>
<td>1.692(2.63)[-b]</td>
<td>31.66(4.57)[-b]</td>
<td>10.14(3.89)[-b]</td>
<td>5.16(0.01)[-b]</td>
<td>1.99(4.52)[-b]</td>
</tr>
<tr>
<td>C6</td>
<td>62</td>
<td>50</td>
<td>3.60(0.03)[-b]</td>
<td>1.80(0.03)[-b]</td>
<td>1.80(0.03)[-b]</td>
<td>1.80(0.03)[-b]</td>
<td>0.00(0.00)[-b]</td>
<td>0.00(0.00)[-b]</td>
</tr>
<tr>
<td>C7</td>
<td>29</td>
<td>50</td>
<td>1.17(0.01)[-b]</td>
<td>42.76(4.22)[-b]</td>
<td>50.92(3.65)[-b]</td>
<td>0.00(0.00)[-b]</td>
<td>40.61(2.02)[-b]</td>
<td>23.00(1.38)[-b]</td>
</tr>
<tr>
<td>C8</td>
<td>39</td>
<td>50</td>
<td>0.76(0.03)[-b]</td>
<td>5.87(4.91)[-b]</td>
<td>40.16(4.81)[-b]</td>
<td>0.66(0.26)[-b]</td>
<td>16.56(8.28)[-b]</td>
<td>37.57(6.39)[-b]</td>
</tr>
<tr>
<td>C9</td>
<td>62</td>
<td>50</td>
<td>10.44(1.43)[-b]</td>
<td>15.46(9.41)[-b]</td>
<td>25.12(6.27)[-b]</td>
<td>0.55(0.00)[-b]</td>
<td>21.00(1.01)[-b]</td>
<td>0.00(0.00)[-b]</td>
</tr>
</tbody>
</table>

| Ranking       | 4           | 4           | 4           | 4           | 4           | 4           | 4           | 4           |

Fig. 1: G-Mean for open source datasets through time using OOB. The vertical red bar indicates the last time step of the initial phase of the project. The periods highlighted in grey background are the sudden drop periods.

Fig. 2: G-Mean for proprietary datasets through time using OOB. The vertical red bar indicates the last time step of the initial phase of the project. The periods highlighted in grey background are the sudden drop periods.

those of the WP classifiers for the initial period of all open source datasets. Fig. 1 illustrates some sample results (see G-Means up to the red vertical line). Other figures are in the supplementary material. AIO also performed better than WP except for AIO-OOB on JGroups and Spring-integration. The Ensemble approach ranked worse than AIO and Filtering, even though it was able to improve over WP when using ORB according to Scott-Knott.BA12.

The fact that AIO and Filtering ranked best across datasets means that these approaches typically outperform the others. However, this does not mean that they will always outperform the others. For instance, WP-OOB performed better than AIO-OOB on JGroups and Spring-integration at the initial phase. In the case of JGroups, there were no CP training examples arriving during the initial period because of the chronological order. So, AIO was trained only with WP data during this period. Hence, for JGroups, the predictive performance obtained by WP and AIO is very similar.

For Spring-Integration, the initial period is small (461 commits for OOB) and has CP data from only 2 projects (Tomcat and JGroups). It is possible that these CP projects are dissimilar to Spring-Integration. A proportion of 82% of the CP commits in the initial phase of Spring-Integration are from project JGroups. There are large differences in the input features of JGroups and Spring-integration. For instance, the averages of the developers experience (EXP) is 4790 and 1039, of the number of defective commits is 1918 and 123, and of the time interval between last and current change (AGE) is 25 and 4.57 in JGroups and Spring-integration, respectively. This indicates that during this initial period, the JIT-SDP model is trained with very dissimilar commits, possibly causing AIO-OOB to perform worse than WP. Filter-OOB was able to overcome this issue by filtering out commits that are very dissimilar.

For proprietary projects, AIO-proprietary was better...
ranked than the WP approach for both OOB and ORB, being followed by AIO-combined according to Scott-Knott.BA12. A possible reason why AIO-proprietary performed better than AIO-combined is the high dissimilarity between the open source and proprietary projects. Together with the very small number of WP training examples during the initial phase, such high dissimilarity can prevent the WP training examples from playing a significant role when training the AIO-combined classifiers. This is because they may be perceived almost as noise by the learning process. When using AIO-proprietary, there is not only smaller amount of CP data (enabling the WP data to play a more significant role), but also those CP data are more similar to WP data as they are all projects of similar nature. This may enable the AIO-proprietary approach to learn the underlying defect generating process better. AIO-proprietary’s G-Means were better than those of WP classifiers in the initial phase (absolute improvements in G-Mean of up to 49.75%, for C7) for most of the datasets except for datasets C6 (OOB) and C1 (ORB). Filtering with OOB’s G-Means were lower than WP’s for several datasets especially where the initial periods were very small (ranging from 8 to 62). Sample results when it performed better and worse are shown in Fig. 2. For Filtering with ORB, the G-Means were better than those of WP classifiers in the initial phase for all of the proprietary datasets. It is also interesting to note that AIO performed better than Filtering for the proprietary projects. Specifically, when comparing AIO-OOB combined against Filter-OOB combined, we can see that filtering itself was detrimental. It is likely that filtering resulted in the removal of relevant training examples, which was particularly a problem given the small length of the initial phase of these datasets.

The G-Means obtained for proprietary datasets were in general low. As AIO-proprietary performed significantly better than WP and AIO-combined (see Scott-Knott.BA12 results in Table 3), the CP proprietary data were usually important for improving predictive performance in the initial period. Therefore, the small number of CP proprietary software changes compared to the open source projects is likely to be part of the reason for the poor G-Means obtained for the proprietary projects, even though other factors such as the specific distribution of the WP data may also affect the G-Mean on individual projects.

The G-Means of all approaches during the initial periods were relatively poor compared to the stable periods. This is expected, because the initial period is by definition a period of time when JIT-SDP classifiers have not yet reached their typical average G-Mean, i.e., it corresponds to the period of time when the approaches perform below average. Reaching the average G-Mean value requires training on more WP data. Despite that, our experiments have shown that AIO-OOB outperformed other existing approaches during such periods, having obtained better initial period G-Mean ranking.

RQ1: The initial phase of the projects had considerably large length, lasting from 461 to 6271 and from 8 to 582 time steps for the open source and proprietary projects, respectively. CP data was helpful when there was no or little WP training data available, in particular when using AIO approaches for both open source projects and proprietary projects. Filtering was also top performing for the open source projects. Absolute improvements in average G-Mean were up to 53.89%, avoiding extremely low G-Means.

6.3 RQ2: Periods with Sudden Drops in WP Classifier’s Predictive Performance

In several datasets, after the initial phase, the WP approach suffered periods of large drops in G-Means. Figs. 1 and 2 show some examples of that highlighted in grey background. Tables 4 and 5 show further information about the sudden drop periods suffered by OOB for open source and proprietary projects, respectively. Other tables and results for ORB are in the supplementary material.

The periods of sudden drop have considerable length for the open source projects, covering in total from 1202 to 6009 time steps when using OOB (Table 4) and from 936 to 4408 when using ORB. Due to the shorter duration of the proprietary projects, the total length of the sudden drop periods in those projects was smaller, ranging from 210 to 541 time steps for OOB (Table 5) and 23 to 238 time steps for ORB.

For open source projects, when using OOB, Filtering was the best ranked approach, followed by AIO, according to Scott-Knott.BA12. When using ORB, AIO was top ranked together with Filtering. Drop periods are likely to occur as result of concept drifts, meaning that most recent WP data are dissimilar to past WP data. Filtering out dissimilar examples may help to focus more on the current concept being learned, enabling the model to adapt quicker than with AIO. However, ORB is more robust to concept drift than OOB, due to its automatically boosted resampling rate [7]. So it may not always require the extra focus on the current concept. The Ensemble approach was unable to consistently perform better than the WP approach across open source datasets, obtaining the same Scott-Knott.BA12 ranking as the WP approach.

AIO and Filtering outperformed the WP approach in all open source datasets except Nova during such periods (absolute improvements of up to 27.17% and up to 29.01% when using Filtering-OOB and Filtering-ORB, respectively, for Spring-integration). Fig. 1 shows some examples of that, highlighted in grey background. As we can see, Filtering managed to reduce or even eliminate the drops in G-Mean suffered by the WP approach.

For proprietary projects, Filtering was also better than the WP, AIO and OP approaches, based on Scott-Knott.BA12. Therefore, even when using ORB, Filtering was important during the performance drop periods of the proprietary projects. The effect size of the Filtering and AIO approaches against WP were frequently large. The absolute improvements in average G-Mean over the WP approach were up to 37.35% for OOB when using AIO-combined and up to 30.34% for ORB when using Filtering-ORB (for C8). Fig. 2 shows some examples of results achieved by Filtering, where it is clear that this approach outperformed the WP approach. The AIO approach also outperformed WP approach in most of the datasets. AIO-combined achieved better results than AIO-proprietary when using OOB, but
Given that existing literature indicates that JIT-SDP suffers from concept drift [8], it is likely that WP classifiers suffer drops in performance due to changes in the characteristics of WP training data over time. However, in CP learning, training data comes from different projects. Some of the CP training data may have similar distribution as the target project currently has, helping to reduce the negative effect of differences in the distribution over time. This is a potential reason for CP data (including mixed proprietary and open source data) to be helpful in case of sudden performance drops.

Interestingly, the Filtering approach typically achieved better results than the AIO approach during the sudden drop periods. Improvements in G-Means achieved by Filtering-OOB compared to AIO-OOB were up to 9.21% (for Fabri8) for open source and up to 13.16% (for C3) for the proprietary data. This suggests that even though CP data may prevent performance drops resulting from changes in characteristics of the data, it might introduce other performance drops due to the use of too dissimilar CP data. This indicates that filtering dissimilar instances can be particularly helpful to reduce or prevent sudden drops of performance, which has not been captured by the offline JIT-SDP literature when they concluded that AIO and Filtering approaches perform similarly [6]. Unlike in the initial period, CP approaches benefited from a combination of both open source and proprietary data during drop periods, specially for OOB, where combined data outperformed proprietary-only approaches both through Filtering and AIO. This suggests that the diversity of data from multiple sources may help with dealing with concept drift in JIT-SDP.

Brackets, Neutron, C2 and C5 did not present drops in predictive performance. Together with the fact that no large sudden changes in the values of the input features were found for these projects over time, we believe that these projects are more stable than the others, being less negatively affected by concept drift.

**RQ2:** The periods of sudden drop in performance were of considerable length, covering in total from 936 to 6009 time steps for open source, and from 23 to 541 time steps for proprietary data. CP approaches frequently helped to reduce or even prevent sudden drops in G-Mean compared to WP approaches, with absolute improvements of up to 37.35% during such periods. Filtering was the top ranked approach across datasets.

### 6.4 RQ3: Effects of CP Data on the Predictive Performance During Stable Periods of The Projects

Tables 6 and 7 show information about the stable periods for the open source and proprietary projects, respectively, when using OOB. Tables for ORB are in the supplementary material.

The smallest and largest total length of stable periods for open source projects are 4182 and 38291 for OOB (Table 6), and 5490 and 38310 for ORB. For proprietary projects, they are 20 and 472 for OOB (Table 7) and 19 and 486 for ORB. Due to the long duration of the open source projects, it is expected that their stable periods are longer than the periods of sudden drop in performance, even though the periods of sudden drop are still considerable periods worth addressing. For the proprietary data, the stable periods were short compared to the sudden drop periods. Possibly, due to the relatively small number of software changes in the proprietary projects, the whole period of time covered by the proprietary projects is more unstable.

Given the length of time covered by stable periods, it is important that the better results obtained by CP approaches during the initial and sudden drop periods are not counteracted by poor performance during stable periods.

---

**TABLE 4: Total number of time steps of the performance drop periods, average G-Means, A12 effect sizes against the Dummy approach and Scott-Knott.BA12 to compare approaches using OOB for open source data during the drop periods**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Time Steps</th>
<th>Dummy</th>
<th>WP-OOB</th>
<th>AIO-OOB combined</th>
<th>Filter-OOB</th>
<th>Ensemble-OOB</th>
<th>OP-AIO-OOB</th>
<th>OP-Filter-OOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tomcat</td>
<td>3855</td>
<td>50</td>
<td>48.52(1.17)</td>
<td>58.86(0.72)</td>
<td>60.22(1.0)</td>
<td>52.26(0.32)</td>
<td>36.42(6.24)</td>
<td>43.81(1.44)</td>
</tr>
<tr>
<td>JGroups</td>
<td>4353</td>
<td>50</td>
<td>43.95(1.44)</td>
<td>48.01(1.05)</td>
<td>48.08(0.89)</td>
<td>31.41(0.5)</td>
<td>0.00(0.0)</td>
<td>0.00(0.0)</td>
</tr>
<tr>
<td>Spring-Integration</td>
<td>3973</td>
<td>50</td>
<td>32.98(0.71)</td>
<td>59.01(0.53)</td>
<td>60.15(0.97)</td>
<td>45.68(0.83)</td>
<td>52.05(5.34)</td>
<td>34.89(4.74)</td>
</tr>
<tr>
<td>Camel</td>
<td>6009</td>
<td>50</td>
<td>53.15(1.68)</td>
<td>57.05(0.98)</td>
<td>52.49(0.41)</td>
<td>50.09(1.58)</td>
<td>50.60(0.69)</td>
<td>50.32(0.71)</td>
</tr>
<tr>
<td>Nova</td>
<td>4427</td>
<td>50</td>
<td>66.99(0.06)</td>
<td>66.99(0.18)</td>
<td>66.85(0.26)</td>
<td>57.10(0.60)</td>
<td>65.43(3.73)</td>
<td>67.16(4.99)</td>
</tr>
<tr>
<td>Fabric8</td>
<td>3443</td>
<td>50</td>
<td>53.79(2.18)</td>
<td>56.34(0.76)</td>
<td>65.57(1.04)</td>
<td>53.98(0.41)</td>
<td>23.23(6.54)</td>
<td>24.18(6.54)</td>
</tr>
<tr>
<td>Npm</td>
<td>1202</td>
<td>50</td>
<td>36.64(0.95)</td>
<td>62.97(1.47)</td>
<td>65.37(1.25)</td>
<td>51.13(0.62)</td>
<td>44.42(5.72)</td>
<td>17.36(3.61)</td>
</tr>
<tr>
<td>BroadleafCommerce</td>
<td>3579</td>
<td>50</td>
<td>50.18(0.33)</td>
<td>67.39(1.09)</td>
<td>66.05(0.60)</td>
<td>54.38(0.25)</td>
<td>52.72(1.77)</td>
<td>56.08(2.43)</td>
</tr>
</tbody>
</table>

**TABLE 5: Total number of time steps of the performance drop periods, average G-Means, A12 effect sizes against the Dummy approach and Scott-Knott.BA12 to compare approaches using OOB for proprietary data during the drop periods**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Time Steps</th>
<th>Dummy</th>
<th>WP-OOB</th>
<th>AIO-OOB combined</th>
<th>Filter-OOB</th>
<th>OP-AIO-OOB</th>
<th>OP-Filter-OOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>452</td>
<td>50</td>
<td>32.47(1.47)</td>
<td>41.37(1.45)</td>
<td>43.4(4.82)</td>
<td>46.66(1.06)</td>
<td>0.00(0.0)</td>
</tr>
<tr>
<td>C3</td>
<td>210</td>
<td>50</td>
<td>42.79(1.72)</td>
<td>47.75(1.31)</td>
<td>39.1(1.42)</td>
<td>52.17(1.38)</td>
<td>0.00(0.0)</td>
</tr>
<tr>
<td>C4</td>
<td>249</td>
<td>50</td>
<td>33.00(0.95)</td>
<td>51.47(1.74)</td>
<td>60.05(2.89)</td>
<td>56.78(1.76)</td>
<td>57.55(1.11)</td>
</tr>
<tr>
<td>C6</td>
<td>466</td>
<td>50</td>
<td>21.34(1.35)</td>
<td>43.64(1.49)</td>
<td>45.89(7.05)</td>
<td>44.32(1.98)</td>
<td>43.53(0.41)</td>
</tr>
<tr>
<td>C7</td>
<td>255</td>
<td>50</td>
<td>25.74(1.19)</td>
<td>41.59(0.94)</td>
<td>32.34(1.51)</td>
<td>40.34(1.02)</td>
<td>50.43(2.61)</td>
</tr>
<tr>
<td>C8</td>
<td>287</td>
<td>50</td>
<td>73.80(1.49)</td>
<td>44.65(0.96)</td>
<td>34.65(4.39)</td>
<td>40.14(1.82)</td>
<td>44.31(1.81)</td>
</tr>
<tr>
<td>C9</td>
<td>541</td>
<td>50</td>
<td>31.73(1.72)</td>
<td>51.34(1.76)</td>
<td>50.08(2.77)</td>
<td>53.25(1.56)</td>
<td>40.35(2.52)</td>
</tr>
</tbody>
</table>
TABLE 6: Number of time steps of the stable periods, and average G-Means, A12 effect sizes against the Dummy approach and Scott-Knott.BA12 to compare OOB-based approaches on stable periods for open source data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Time Steps</th>
<th>Dummy</th>
<th>WP-OOB</th>
<th>AIO-OOB</th>
<th>Filter-OOB</th>
<th>Ensemble-OOB</th>
<th>OP-AIO-OOB</th>
<th>OP-Filter-OOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tomcat</td>
<td>1304</td>
<td>50</td>
<td>62.69(0.81)</td>
<td>61.36(0.53)</td>
<td>63.36(0.64)</td>
<td>50.57(0.22)</td>
<td>39.68(0.0)</td>
<td>45.23(3.50)</td>
</tr>
<tr>
<td>JGroups</td>
<td>12704</td>
<td>50</td>
<td>60.08(0.66)</td>
<td>58.74(0.72)</td>
<td>58.51(0.54)</td>
<td>38.80(0.3)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
</tr>
<tr>
<td>Spring-Integration</td>
<td>4316</td>
<td>50</td>
<td>64.86(1.01)</td>
<td>65.99(0.35)</td>
<td>66.96(0.77)</td>
<td>56.02(0.33)</td>
<td>44.15(3.55)</td>
<td>45.51(8.94)</td>
</tr>
<tr>
<td>Camel</td>
<td>21454</td>
<td>50</td>
<td>67.33(0.56)</td>
<td>64.48(0.67)</td>
<td>65.05(0.62)</td>
<td>54.61(0.35)</td>
<td>41.52(1.26)</td>
<td>71.33(8.96)</td>
</tr>
<tr>
<td>Brackets</td>
<td>15795</td>
<td>50</td>
<td>68.27(0.12)</td>
<td>71.44(0.48)</td>
<td>71.38(0.42)</td>
<td>64.25(0.54)</td>
<td>38.19(1.36)</td>
<td>66.67(0.30)</td>
</tr>
<tr>
<td>Nova</td>
<td>38291</td>
<td>50</td>
<td>78.94(0.26)</td>
<td>82.03(0.21)</td>
<td>81.54(0.2)</td>
<td>67.82(0.79)</td>
<td>73.99(1.63)</td>
<td>75.19(0.5)</td>
</tr>
<tr>
<td>Fabricit</td>
<td>8868</td>
<td>50</td>
<td>65.00(0.77)</td>
<td>63.53(0.62)</td>
<td>67.64(0.64)</td>
<td>54.15(0.4)</td>
<td>26.11(4.94)</td>
<td>28.23(4.77)</td>
</tr>
<tr>
<td>Neutron</td>
<td>18605</td>
<td>50</td>
<td>81.30(0.27)</td>
<td>81.87(0.23)</td>
<td>82.22(0.25)</td>
<td>68.99(1.5)</td>
<td>74.53(0.79)</td>
<td>75.13(3.93)</td>
</tr>
<tr>
<td>Npm</td>
<td>4182</td>
<td>50</td>
<td>59.52(1.71)</td>
<td>64.96(0.63)</td>
<td>66.49(0.99)</td>
<td>55.30(0.6)</td>
<td>29.24(2.24)</td>
<td>40.11(1.5)</td>
</tr>
<tr>
<td>BroadleafCommerce</td>
<td>10754</td>
<td>50</td>
<td>65.96(1.12)</td>
<td>70.73(0.62)</td>
<td>70.13(0.55)</td>
<td>59.55(0.2)</td>
<td>54.26(0.8)</td>
<td>60.42(1.07)</td>
</tr>
</tbody>
</table>

TABLE 7: Number of time steps of the stable periods, and average G-Means, A12 effect sizes against the Dummy approach and Scott-Knott.BA12 to compare OOB-based approaches on stable periods for proprietary data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Time Steps</th>
<th>Dummy</th>
<th>WP-OOB</th>
<th>AIO-OOB combined</th>
<th>Filter-OOB combined</th>
<th>Ensemble-OOB combined</th>
<th>OP-AIO-OOB combined</th>
<th>OP-Filter-OOB combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fabricit</td>
<td>294</td>
<td>50</td>
<td>49.55(1.7)</td>
<td>43.62(2.33)</td>
<td>43.62(0.94)</td>
<td>43.78(2.02)</td>
<td>39.05(0.0)</td>
<td>23.43(0.0)</td>
</tr>
<tr>
<td>C2</td>
<td>20</td>
<td>50</td>
<td>64.59(0.23)</td>
<td>52.86(1.75)</td>
<td>58.58(0.72)</td>
<td>59.42(0.62)</td>
<td>36.49(0.93)</td>
<td>28.03(2.22)</td>
</tr>
<tr>
<td>C3</td>
<td>125</td>
<td>50</td>
<td>54.54(1.05)</td>
<td>54.01(0.43)</td>
<td>33.69(2.6)</td>
<td>37.00(0.61)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
</tr>
<tr>
<td>C4</td>
<td>68</td>
<td>50</td>
<td>45.72(1.21)</td>
<td>53.41(2.3)</td>
<td>56.98(0.85)</td>
<td>27.16(8.92)</td>
<td>46.70(0.61)</td>
<td>44.15(5.2)</td>
</tr>
<tr>
<td>C5</td>
<td>315</td>
<td>50</td>
<td>23.20(4.3)</td>
<td>46.35(1.35)</td>
<td>42.60(0.99)</td>
<td>49.31(1.7)</td>
<td>44.14(5.2)</td>
<td>41.75(6.9)</td>
</tr>
<tr>
<td>C6</td>
<td>69</td>
<td>50</td>
<td>41.71(0.64)</td>
<td>43.05(0.65)</td>
<td>49.84(2.73)</td>
<td>41.83(3.09)</td>
<td>24.67(0.34)</td>
<td>21.17(0.2)</td>
</tr>
<tr>
<td>C7</td>
<td>262</td>
<td>50</td>
<td>45.55(1.0)</td>
<td>52.02(5.6)</td>
<td>52.62(2.11)</td>
<td>57.67(1.5)</td>
<td>52.61(0.8)</td>
<td>40.38(0.7)</td>
</tr>
<tr>
<td>C8</td>
<td>472</td>
<td>50</td>
<td>26.13(0.22)</td>
<td>55.16(0.91)</td>
<td>47.01(3.71)</td>
<td>40.38(1.65)</td>
<td>45.29(1.94)</td>
<td>41.14(6.0)</td>
</tr>
<tr>
<td>C9</td>
<td>91</td>
<td>50</td>
<td>49.63(1.59)</td>
<td>56.46(2.25)</td>
<td>59.12(1.12)</td>
<td>46.62(2.6)</td>
<td>29.03(2.99)</td>
<td>8.62(1.0)</td>
</tr>
</tbody>
</table>

Except for the Ensemble approach, Scott-Knott.BA12 shows that all CP approaches performed at least as well as the WP approach across datasets during the stable periods. This was the case both when adopting OOB and ORB, for both open source and proprietary data. This is very encouraging, as it shows that the G-Mean improvements achieved by Filtering and AIO during the initial and sudden drop periods are not cancelled out by worse G-Mean during stable periods.

For the open source data, according to Scott-Knott.BA12, both AIO and Filtering approaches were ranked the best for OOB and ORB during stable periods in terms of G-Mean. Moreover, except for Ensemble, the CP approaches were frequently able to outperform the WP approach in terms of G-Mean during the stable period, though by a smaller amount than they did for the initial and sudden drop periods. The Filtering approach performed up to 6.97% (for Npm) and 8.39% (for Spring-integration) better compared to the WP approach for OOB (Table 6) and ORB, respectively.

For proprietary data, according to Scott-Knott.BA12, AIO-OOB-combined was ranked the best for OOB (Table 7). The largest improvement in G-Mean compared to WP approaches was achieved by AIO-OOB-combined, which had an improvement of 29.03% for C8. When using ORB, Filtering was the top ranked approach. Filtering-ORB achieved G-Mean improvements of up to 15.92% (for C8).

Filtering was helpful for open source projects, but not so much for proprietary projects, where Filtering-ORB performed similar to WP-ORB. Therefore, the more competitive performance achieved by Filtering compared to AIO during the sudden drop periods can possibly be counteracted by less competitive results during stable periods compared to AIO. Nevertheless, it is worth reiterating that both Filtering and AIO performed at least as well as the WP approach during the stable periods across datasets, and that both of them outperformed WP approaches during the periods of sudden drop, based on Scott-Knott.BA12.

Although the Ensemble approach performed similar to the WP approach for initial and drop periods, it was worse for stable periods. A further analysis of the results obtained by each classifier within the ensemble reveals that their individual G-Means were not high, which resulted in the poor G-Mean of the ensemble as a whole. This could be due to lack of enough training data for the individual classifiers, given that each classifier in the ensemble is trained with data from one project. This suggests that the larger amount of varied data to train a model was crucial to improve predictive performance in online JIT-SDP. It also explains why the Ensemble approach worked in previous offline mode but not in online mode, as in offline mode chronology would have been ignored, enabling each base model to be trained with larger amounts of data that would not have been available in practice. In addition, these results suggest that using a weighted ensemble instead of simple votes as in this study would also unlikely work well. This kind of strategy would emphasise the individual models that perform best for the project being predicted, but if all models underperform, emphasising the best models would not help in this case.

RQ3: Except for the Ensemble approach, CP approaches performed at least as well as WP approaches in terms of G-Mean during stable periods. In particular, Filtering with ORB obtained up to around 8.39% improvement in G-Mean for open source data and AIO-OOB-combined achieved up to 29.03% absolute improvement in G-Mean for proprietary data than the WP approach during such periods.
that OP data are not enough. Possibly, even though OP approaches would perform well enough such that online learning is after all unnecessary. In particular, if OP approaches trained on data received before a given project perform well enough when making predictions in realistic online scenarios, then it would be unnecessary to update CP or WP models over time with incoming WP examples. It would be sufficient for the model to be trained just once with all the available CP data in offline mode.

We investigated this using a JIT-SDP OP model only with CP data that are available until the first WP instance arrives. Once the first WP instance arrives for prediction, training of the OP model is ceased. Comparing the results between OP and CP approaches during initial period, drift period and stable period will provide a better understanding of the necessity of updating CP approaches over time. There are several cases when OP approaches have G-Mean of zero. This happened because the OP model did not have enough training data. When calculating differences in G-Mean between OP and CP, these cases are excluded because they may not reflect the actual magnitude of improvement.

During initial phase, for open source data, the OP AIO and Filtering approaches usually performed worse than the AIO and Filtering approaches (Table 2). CP approaches obtained absolute G-Mean improvements of up to 32.15% (AIO-ORB for Nova) for open source data and up to 35.02% (AIO-ORB-proprietary for C9) for proprietary data during this period, when compared to OP approaches. However, OP’s G-Means were frequently better than those of WP classifiers in the initial phase. This is supported by the Scott-Knott.BA12 which ranked the OP-AIO and OP-Filtering better (third) than WP (fourth) for OOB (Table 2). For proprietary data, when using OOB, whereas Filtering outperformed the WP approach according to Scott-Knott.BA12, all OP approaches performed similarly to WP approaches.

In general, we can see that performing online CP learning over time is important to improve G-Means in the initial period, even though data from other projects was also useful to improve G-Means over WP approaches through OP.

During the sudden drop periods, CP approaches obtained absolute improvements in G-Mean of up to 48.16% (Filter-OOB for Npm) compared to OP for open source data, and up to 23.9% (AIO-ORB-proprietary for C9) for proprietary data. While AIO and Filtering were very successful in preventing sudden drops in predictive performance suffered by the WP approach for the open source data, the OP approaches did not perform so well during these periods, being ranked worse than the WP approach based on Scott-Knott.BA12 (Table 4). The OP results were a bit more competitive for the proprietary data (Table 5), but still not in the top ranked group. These results show that OP data are not enough. Possibly, even though OP data may be prepared to reduce the sudden drop in predictive performance caused by concept drifts, in general it cannot learn well the underlying defect generating process of the project of interest, due to the lack of data coming from it. This suggests that the combined use of WP and data from other projects is important to prevent sudden drops in predictive performance.

For stable periods, OP approaches ranked worse than all CP and WP approaches for both open source and proprietary data (Tables 6 and 7). There were also some datasets (Fabric8 and Npm for OOB) where the differences in G-Means between OP and WP approaches were quite large. CP approaches obtained absolute G-Mean improvements of up to 41.25% (AIO-ORB for Nova) compared to OP for open source data, and 37.94% (AIO-OOB-proprietary for C9) for proprietary data during the stable period. These results further confirm that using OP data is not enough to achieve good predictive performance in JIT-SDP when considering realistic online learning scenarios. For JGroups dataset, OP approaches obtained G-Mean of zero. This is because the first change of this project was created before any training data from other projects was available. Hence, the models were not trained, resulting in them always predicting the non-defect inducing class, which led to a G-Mean of zero.

Overall, these results suggest that a combination of CP and WP data is important to improve predictive performance in JIT-SDP. Using only WP data can lead to very poor performance during the initial phase of the projects, and severe drops in predictive performance over time. Using only OP data can help during the initial period, but overall is not enough to achieve competitive results. Tables 7 and 8 of the supplementary material contain a further comparison of all approaches across the whole data streams formed by the projects. It confirms that OP approaches are not well ranked in terms of G-Mean when considering the data streams as a whole. OP approaches performed up to 39.36% (for Nova with ORB) and 36.64% (for C9 with ORB) worse compared to corresponding CP approaches across all time steps.

Online approaches can make use of both CP and WP incoming data whereas OP approaches only train with data from other projects. As a result, online approaches use more training data than OP approaches, which contributes towards better predictive performance. The presence of WP data is also important along with larger amount of data. This can be realised when we observe the experiments with proprietary projects as proprietary projects have very small amount of WP data and their predictive performance was much worse. This indicates that data from other projects help, but we still need WP data. Therefore, online approaches achieved better predictive performance compared to OP approaches most of the time.

**RQ4:** CP approaches achieved absolute G-Mean improvements of up to 32.15%, 48.16% and 41.25% for open source data and up to 35.02%, 23.9% and 37.94% for proprietary data compared to OP approaches during initial, sudden drop and stable periods respectively. This highlights the importance of updating the JIT-SDP model with CP (including WP) data received over time.
7 Sensitivity Analysis

Filtering and AIO were the most competitive approaches according to our experiments. Filtering should be preferred over AIO especially if one wants to strongly focus on prevention of sudden drops in G-Mean. However, Filtering has more hyperparameters to be tuned than AIO, and it is unclear how these hyperparameters affect its performance. To avoid losing such advantage, it is important to understand the effect of these hyperparameters better. We will focus on Filtering-OOB, as overall it achieved similar or better rankings than Filtering-ORB (see Tables 7 and 8 of the supplementary material). Results for Filtering-ORB can be found in the supplementary material.

To investigate this, Analysis of Variance (ANOVA) was performed to analyse the influence of each hyperparameter as well as their interactions with each other on the average G-Mean. The following within-subject factors are investigated: windowSize $\in \{500, 700, 1000\}$, number of top short distances to be used $K \in \{50, 100, 200\}$, distance threshold for similarity maxDist $\in \{0.6, 0.7, 0.8\}$ and maximum size of the queue of dissimilar CP instances cpqSize $\in \{500, 1000\}$. The dataset is a between-subjects factor. Therefore, a Split-Plot (mixed) ANOVA design was used. Mauchly’s sphericity test were adopted with a level of significance of 0.05 to evaluate whether or not the sphericity assumption is violated. If violated, Greenhouse-Geisser corrections were adopted to take that into account. Partial eta-squared $\eta_p^2$ was used as a measure of effect size.

The analysis was based on Filtering-OOB with six datasets: JGroups, Fabric8 and Neuron (for open source) and C5, C6 and C8 (for proprietary data). These datasets were chosen because they are the open source and proprietary datasets where this approach achieved the best, worst and average G-Mean values, respectively. Thirty runs for each combination of hyperparameter values were carried out on each dataset.

Table 8 shows the sensitivity analysis for the open source projects with OOB. Several factors and interactions have large ($\eta_p^2 \geq 0.244$) effect size. Many of them involve the factors $K$, maxDist and their interaction with dataset. Therefore, we examine them further through Fig. 3. From this figure we can see that despite the choice of hyperparameters leading to significantly different G-Means, such differences did not have large magnitude except for Fabric8. Therefore, in general, small $K$ with small maxDist led to top or close to top G-Means for the open source projects, even when this combination of values did not lead to the best G-Mean values. Smaller $K$ means that Filtering can use examples for training so long as they are similar to a small number of recent WP software changes. Small maxDist means that the similarity measure is more strict, not allowing very dissimilar training examples. Small $K$ with small maxDist also led to top or close to top G-Means when using ORB.

The hyperparameter values selected based on the grid search used for hyperparameter tuning in Section 5.5 generally matched the best hyperparameter values obtained in the sensitivity analysis. This indicates that the hyperparameter tuning procedure worked well for the open source projects.

Table 9 shows the sensitivity for proprietary projects with OOB. Hyperparameters maxDist, $K$, interaction between $K$*maxDist, maxDist*dataset and $K$*maxDist*dataset had very large effect size ($\eta_p^2 \geq 0.516$) compared to the other hyperparameters and interactions, whose effect sizes were always $\eta_p^2 \leq 0.134$. As the largest effect sizes involve hyperparameters maxDist, $K$ and their interaction with dataset, we also examine them further through Fig. 4.

From this figure, we can see that the magnitudes of the differences in G-Mean were larger than for the open source projects. This suggests that Filtering becomes more sensitive to hyperparameter choice when dealing with smaller datasets. Larger values of $K$ usually led to top or close to top G-Means. A larger $K$ requires CP training examples to be similar to a larger number of WP examples. This may have helped the learning process to focus more on learning the core aspects of the current defect generating process, which are shared by a larger proportion of WP training examples. As the number of WP training examples is small in the proprietary datasets, such additional focus may be important. The results for different values of maxDist

### Table 8: ANOVA and Effect Size Results for Open Source Data

<table>
<thead>
<tr>
<th>Factor/Int.</th>
<th>SS</th>
<th>DF</th>
<th>MS</th>
<th>$\eta_p^2$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$*Dataset</td>
<td>1791.279</td>
<td>4</td>
<td>447.82</td>
<td>0.079</td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>905.532</td>
<td>1</td>
<td>905.532</td>
<td>0.959</td>
<td></td>
</tr>
<tr>
<td>maxDist*Dataset</td>
<td>304.904</td>
<td>4</td>
<td>76.226</td>
<td>0.893</td>
<td></td>
</tr>
<tr>
<td>$K$*maxDist</td>
<td>328.431</td>
<td>8</td>
<td>41.074</td>
<td>0.081</td>
<td></td>
</tr>
<tr>
<td>windowSize<em>K</em>Dataset</td>
<td>251.411</td>
<td>8</td>
<td>31.814</td>
<td>0.795</td>
<td></td>
</tr>
<tr>
<td>$K$*maxDist</td>
<td>213.227</td>
<td>8</td>
<td>53.307</td>
<td>0.785</td>
<td></td>
</tr>
<tr>
<td>windowSize*Dataset</td>
<td>124.758</td>
<td>4</td>
<td>31.189</td>
<td>0.488</td>
<td></td>
</tr>
<tr>
<td>windowSize*K</td>
<td>242.886</td>
<td>8</td>
<td>76.226</td>
<td>0.771</td>
<td></td>
</tr>
<tr>
<td>windowSize</td>
<td>101.327</td>
<td>1</td>
<td>101.327</td>
<td>0.738</td>
<td></td>
</tr>
<tr>
<td>windowSize<em>maxDist</em>Dataset</td>
<td>69.262</td>
<td>8</td>
<td>27.656</td>
<td>0.198</td>
<td></td>
</tr>
<tr>
<td>windowSize<em>K</em>maxDist*Dataset</td>
<td>116.255</td>
<td>16</td>
<td>37.847</td>
<td>0.151</td>
<td></td>
</tr>
<tr>
<td>windowSize<em>K</em>maxDist</td>
<td>112.351</td>
<td>8</td>
<td>14.044</td>
<td>0.463</td>
<td></td>
</tr>
<tr>
<td>windowSize*maxDist</td>
<td>36.793</td>
<td>4</td>
<td>9.198</td>
<td>0.351</td>
<td></td>
</tr>
<tr>
<td>maxDist</td>
<td>11.785</td>
<td>2</td>
<td>5.893</td>
<td>0.244</td>
<td></td>
</tr>
<tr>
<td>$K$<em>maxDist</em>cpqSize</td>
<td>7.657</td>
<td>4</td>
<td>1.914</td>
<td>0.117</td>
<td></td>
</tr>
<tr>
<td>$K$<em>maxDist</em>cpqSize*Dataset</td>
<td>7.657</td>
<td>8</td>
<td>0.948</td>
<td>0.572</td>
<td></td>
</tr>
<tr>
<td>windowSize<em>K</em>cpqSize*Dataset</td>
<td>8.066</td>
<td>4</td>
<td>2.017</td>
<td>0.519</td>
<td></td>
</tr>
<tr>
<td>windowSize*K</td>
<td>3.712</td>
<td>4</td>
<td>0.929</td>
<td>0.099</td>
<td></td>
</tr>
<tr>
<td>windowSize*cpqSize</td>
<td>3.019</td>
<td>4</td>
<td>0.755</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td>windowSize<em>cpqSize</em>Dataset</td>
<td>1.498</td>
<td>4</td>
<td>0.396</td>
<td>0.061</td>
<td></td>
</tr>
<tr>
<td>windowSize</td>
<td>103.326</td>
<td>1</td>
<td>103.326</td>
<td>0.997</td>
<td></td>
</tr>
<tr>
<td>windowSize*cpqSize</td>
<td>0.171</td>
<td>2</td>
<td>0.085</td>
<td>0.104</td>
<td></td>
</tr>
<tr>
<td>K*cpqSize</td>
<td>0.271</td>
<td>2</td>
<td>0.136</td>
<td>0.080</td>
<td></td>
</tr>
<tr>
<td>cpqSize</td>
<td>0.271</td>
<td>2</td>
<td>0.136</td>
<td>0.080</td>
<td></td>
</tr>
</tbody>
</table>

### Table 9: ANOVA and Effect Size Results for Proprietary Data

<table>
<thead>
<tr>
<th>Factor/Int.</th>
<th>SS</th>
<th>DF</th>
<th>MS</th>
<th>$\eta_p^2$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>maxDist</td>
<td>3388.48</td>
<td>1</td>
<td>3388.48</td>
<td>0.896</td>
<td></td>
</tr>
<tr>
<td>K*dataset</td>
<td>7712.60</td>
<td>8</td>
<td>964.10</td>
<td>0.942</td>
<td></td>
</tr>
<tr>
<td>K<em>maxDist</em>dataset</td>
<td>4955.32</td>
<td>8</td>
<td>619.42</td>
<td>0.135</td>
<td></td>
</tr>
<tr>
<td>maxDist</td>
<td>1289.89</td>
<td>2</td>
<td>644.946</td>
<td>0.722</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>1076.273</td>
<td>1</td>
<td>1076.273</td>
<td>0.693</td>
<td></td>
</tr>
<tr>
<td>cpqSize</td>
<td>44216</td>
<td>2</td>
<td>22108</td>
<td>0.154</td>
<td></td>
</tr>
<tr>
<td>cpqSize*dataset</td>
<td>35326</td>
<td>4</td>
<td>8832</td>
<td>0.104</td>
<td></td>
</tr>
<tr>
<td>maxDist</td>
<td>56.189</td>
<td>2</td>
<td>28.095</td>
<td>0.088</td>
<td></td>
</tr>
<tr>
<td>cpqSize*dataset</td>
<td>55.978</td>
<td>4</td>
<td>13.995</td>
<td>0.088</td>
<td></td>
</tr>
<tr>
<td>cpqSize</td>
<td>63.415</td>
<td>2</td>
<td>31.708</td>
<td>0.058</td>
<td></td>
</tr>
<tr>
<td>maxDist*dataset</td>
<td>74431.101</td>
<td>2</td>
<td>37215.55</td>
<td>0.997</td>
<td></td>
</tr>
</tbody>
</table>
were varied, indicating that this hyperparameter was more dependent on the characteristics of specific datasets. The findings for ORB were similar for \( K \), but large \( maxDist \) led to good results in all datasets when using ORB.

The best values of hyperparameter \( maxDist \) selected by the grid search were either small or large for datasets C5, C6 and C8, which aligns with the above finding. The value of hyperparameter \( K \) selected by the grid search was not large for datasets C5 and C6. This means that Filtering was able to achieve competitive results using sub-optimal \( K \) value, and it is possible for it to achieve better predictive performance for these datasets if this parameter is better tuned for the dataset of interest.

It is worth noting that the hyperparameter tuning done in this paper was based on G-Mean, so as to achieve a good trade-off between Recall0 and Recall1. However, one could focus on another performance metric should they wish to focus more on a specific class. For instance, they could focus on Recall0 (or false positive rate) to target a given pre-defined false positive rate such as the value of 30% suggested in [45]. We have performed an additional investigation to check whether different hyperparameter configurations could enable to tune the false positive rate of the approaches. In 8 out of 10 open source datasets, at least one of these configurations led to an average overall false positive rate that is close to 30%. Spring-Integration: 21.63%, Neutron: 25.73%, Tomcat: 27.45%, BroadLeaf: 29.54%, Nova: 29.67%, Brackets: 29.79%, Fabric8: 33.79%, JGroups: 34.08%, Camel: 39.61%, Npm: 40.34%.

The hyperparameter sensitivity analysis suggests that the G-Mean obtained by Filtering is more sensitive to hyperparameters when the datasets are smaller. Smaller/larger values for \( K \) may be preferable for larger/smaller datasets for the purpose of improving G-Mean. While smaller \( maxDist \) led to acceptable G-Means on the larger datasets, the choice of \( maxDist \) was very dependent on the dataset and/or underlying machine learning algorithm when the dataset was small.

8 Analysis of Computational Cost

Table 10 shows total average runtime of AIO, Filter, OP-AIO and OP-Filter with OOB in columns 2–5, computed across 5 runs for 3 open source projects on an Intel(R) Xeon(R) CPU E5-2690 v3 at 2.60GHz and 16Gb of RAM. Tomcat, Npm and Brackets were chosen as they have small, medium and large number of OP projects, respectively.

The total runtime of the OP approaches is mostly spend for training prior to the beginning of the project being predicted. The total runtime of the AIO and Filter approaches includes both such prior training and the training performed over time, with training examples generated after the target project commenced. As we can see, updating the JIT-SDP classifier with additional training examples received over time leads to large increases in the total runtime in the AIO and Filter approaches compared to the OP approaches. The Filter approaches are slower than their corresponding AIO approaches, because they require the training process to compare the similarity between software changes to decide which training examples to filter out.

Nevertheless, the runtime of all approaches is actually very small compared to the number of software changes being learned. Columns 7–10 of Table 10 list the average runtime per year and per day for the AIO and Filter approaches. This value is computed by dividing the runtime spent after the target project commenced by the duration of the target project in years and days, respectively. This is done because the learning process of these approaches occurs continuously over time. OP was not included as all its training process is spent before the target project commences. We can see that the highest runtimes are 17.067 and 506.6 seconds for AIO and Filter, respectively. They correspond to only 0.05 and 1.39 seconds per day, respectively. As these runtimes are very small, these approaches can be used in practice without causing much computational overhead.

Overall, Filter and AIO had much higher computational cost than the OP approaches. However, such higher computational cost is still very small (less than 1.5 seconds per day).
9 Implications to Practice

Our work has practical implications as described below:

- Our study demonstrates the importance of the amount of training data, with both WP and CP data being important to improve JIT-SDP. Practitioners should consider collecting large amounts of both CP and WP training data when adopting JIT-SDP.
- The G-Means obtained by all JIT-SDP approaches were low on the proprietary projects, due to the small number of WP software changes that can be used as training examples in these projects. Therefore, if a software development company expects their projects to be very small like the proprietary software projects used in this study, current JIT-SDP approaches may not be recommended.
- In online JIT-SDP, if practitioners use CP data (along with WP data), this can help improving the performance of the model at the initial phase of a project. This can help practitioners to use JIT-SDP earlier during the development of a project (RQ1,RQ4).
- WP models can suffer performance drops which cause them to be unsuitable during certain periods of time. These drops mean that, at any given point in time, models may be performing very well or very poorly, being unreliable for practitioners. Using CP data (along with WP data) can help to overcome this issue by preventing or reducing such drops, enabling practitioners to more continuously use JIT-SDP throughout the lifetime of the project (RQ2,RQ4).
- The use of CP (along with WP data) also improves predictive performance of JIT-SDP during stable periods (RQ3,RQ4). Therefore, the benefits provided by CP data during the initial and sudden drop periods are not cancelled out by poor predictive performance during stable periods. This further confirms that CP approaches could be adopted throughout the software development process.
- In practice, it is not possible to know beforehand how long the initial period will last, or whether we are currently in a performance drop period. In particular, tracking predictive performance over time will not enable practitioners to know that. Due to verification latency, any tracking of the predictive performance over time in practice would have a delay of “waiting time” days. This means that the performance being calculated “now” by practitioners would correspond to the performance obtained “waiting time” days ago. Therefore, it is important to adopt an approach that is competitive during the stable periods, while not being so negatively affected during the initial or drop periods. As shown in Sections 6.2 to 6.5, the proposed approaches AIO and Filtering achieved the best results in terms of that.
- Practitioners may still wish to track such predictive performance over time despite the delay caused by verification latency. Once the drop in performance is noticed, practitioners may opt for stopping to use JIT-SDP until an improvement in performance is noticed. The caveat is that this also means that a JIT-SDP model that is good will only start being used “waiting period” days after its predictive performance becomes suitable. A similar caveat occurs when monitoring the performance during the initial phase to decide when to start using the JIT-SDP classifier. An alternative strategy for the initial phase is to start using the JIT-SDP classifiers after 1418 software changes have been produced, as this was the median length of the initial phase according to Table 2. After this length, JIT-SDP classifiers are likely to perform better. Even though this number will not work for all projects, it is a suitable strategy if used together with an approach such as AIO and Filtering, which reduce the risk of underperforming a dummy classifier during this period.

10 Threats to Validity

Internal validity: Each approach for each dataset with each classifier has been executed 30 times to mitigate threats to internal validity. Also, results can be influenced by hyperparameter choices. To ensure a fair comparison, a grid search was performed on a set of possible values for the hyperparameters of each approach based on an initial portion of the data stream (see Section 5). All approaches take verification latency into account and fully respect chronology. There is some chance that the author timestamps used to chronologically order the data contain errors resulting from, e.g., misconfigured clocks or problems when converting old repositories into GitHub. However, such issues tend to affect a very small proportion of commits [34], being unlikely to negatively affect our analyses. An additional threat is the use of Commit Guru to collect labelled software changes. This tool is based on SZZ, which can lead to label noise [46]. This threat is partly mitigated by the finding that the performance reductions caused by the mislabeling incurred by the original SZZ algorithm are not significant compared to the most recent SZZ version [46]. However, even the most recent SZZ version is likely to incur some label noise.

Construct validity: This work is mainly based on G-Mean as an evaluation metric. Recall0 and Recall1 are also reported in the supplementary material. Predictive performance is calculated in a presquential way with fading factor to discount older information across time, so that plots of predictive performance reflect the variations in predictive...
performance observed over time. G-Mean with fading factor is a widely used metric appropriate for class imbalance learning [9]. Even though G-Mean has been criticised in [37], such criticism does not affect the comparisons between classifiers on the same datasets.

Statistical conclusion validity: Scott-Knott test was run with non-parametric bootstrap sampling considering A12 effect size to avoid concluding that there is a difference in predictive performance when this difference is likely to be irrelevant due to insignificant effect size.

External validity: This study used 10 open source projects and 9 proprietary projects of various characteristics such as programming language, starting date, number of commits per day, etc. As with any study involving machine learning, the results may not generalise to other types of projects. This study is based on the threshold-dependent performance metric G-Mean. Other threshold values could be used to increase recall on one class at the cost worsening the recall on the other class. As we have adopted OOB and ORB to increase recall on the minority class while attempting not to worsen recall on the majority class too much, we have kept the default threshold of 0.5. Conclusions may not generalise to other threshold values.

11 Conclusions

This study provided the first investigation of CP learning for JIT-SDP in a realistic online learning scenario, using both open source and proprietary data. We showed that CP approaches trained with incoming CP and WP data can help to improve predictive performance over WP approaches trained only with WP data and over OP approaches trained only with data from other projects. The AIO and Filtering CP approaches were particularly helpful during the initial phase of the project when there is not enough WP data available (RQ1), leading to up to 53.89% and 35.02% absolute improvements in G-Mean over WP and OP models, respectively. These approaches also helped to reduce or even eliminate sudden drops in predictive performance suffered by the WP model (RQ2) after the initial phase of the project, achieving up to around 37.35% and 48.02% absolute improvements in G-Mean during such periods of time compared with WP and OP models, respectively. Also, during stable periods (RQ3), these approaches achieved up to 29.03% and 41.25% absolute improvements in G-Mean compared to WP and OP models, respectively. These results highlight the importance of using CP data (including data from other projects and data from the project being predicted) over time for training JIT-SDP models.

When comparing CP, WP and OP, the best ranked approaches for initial, drift, non-drift and overall periods were always online CP approaches. For most cases, OP approaches were worse than and for few cases they were similar to online CP approaches. In general, Filtering is recommended over AIO if we wish to strongly focus on preventing sudden drops in predictive performance. If the focus is on the initial or stable periods, we recommend AIO, as it performed competitively and requires less hyperparameters. Even though the Ensemble approach was shown to perform well in offline learning [6], it was the worst approach when considering a realistic online learning scenario, obtaining average G-Means that were even lower than those of the WP approach. This indicates that splitting data from different projects may not be appropriate in online scenarios. Training a single model combining CP and WP together (AIO) significantly improved performance, hence is more suitable in online JIT-SDP. Our results indicate that both the number of CP and WP training examples is important for achieving good predictive performance in JIT-SDP. This is confirmed by the fact that G-Means of CP approaches obtained during initial phase, when there is less WP training examples, are lower compared to the drop and stable periods.

Our study found that the predictive performance on the proprietary projects was not high. Future work includes incorporating additional longer running industrial projects to investigate whether the predictive performance would improve. Moreover, such results indicate that WP data is still necessary to improve predictive performance in JIT-SDP. New transfer learning approaches to reduce the need for large amounts of WP data would be desirable. These approaches could focus especially on improving predictive performance during the initial phase of the projects, which was the most challenging for the proposed approaches. The predictive performance of the proposed approaches was also found to be affected by hyperparameter choice. However, hyperparameter tuning is inherently difficult in online learning, as the best hyperparameter values may change over time. Approaches able to automatically adjust their hyperparameters over time are desirable. Finally, even though the proposed approaches were able to improve predictive performance during the initial and performance drop periods, the predictive performance was still much lower during these periods than during the stable periods. Mechanisms able to alert practitioners of potential reductions in predictive performance are desirable.
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