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ABSTRACT

Microgravity surveying is a widely used geophysical method, especially for detection of deeper features which are difficult to detect with other techniques. However, the accuracy of the readings is strongly affected by the amount of microseism noise, which is typically rejected by using long integration times for each measurement cycle. Large seismic events such as earthquakes create large ground acceleration waves which have been known to affect gravity readings. While previous data which have been collected serendipitously, tend to only record the final readings, unique long-duration datasets during and after three earthquakes including the raw data (sampled at 6–10 Hz) from field gravimeters (Scintrex CG-5 and CG-6) in static locations recorded during surveys are presented. The aim of the current study is to characterise both long and short-term effects of the generated seismic accelerations on measurement accuracy and repeatability, and identify changes to commercial practice to mitigate these effects.

During earthquakes, the nature of the microseism noise was fundamentally altered by each of the different associated seismic waves. Minor effects were found for body P- and S-waves, but much larger effects were found for surface waves, especially the Rayleigh waves which gave errors many times those which would occur in normal conditions. These accelerations persisted in the data for several hours or even days after the earthquake affecting instrument performance. The main finding is that the optimum course of action is to identify the earthquake early by analysing the data in the frequency domain through FFT, switch to 60 s cycles and return to normal conditions. These accelerations persisted in the data for several hours or even days after the earthquake affecting instrument performance. The main finding is that the optimum course of action is to identify the earthquake early by analysing the data in the frequency domain through FFT, switch to 60 s cycles and return to normal conditions.

1. Introduction

Microgravity surveying (detection of signals from subsurface features of a few microGals) is widely used commercially for mineral exploration, environmental studies and the detection of subsurface voids, mine workings, sinkholes and other subsurface hazards (Hinze, 1990; Nabighian et al., 2005; Tuckwell et al., 2008). It is, especially useful for deeper void targets where ground conditions can make the use of other active geophysical techniques difficult as the depth of investigation is limited by signal attenuation, for example when using Ground Penetrating Radar (GPR) in conductive ground.

Microgravity survey involves taking a series of discrete points over the survey site using a precision gravimeter instrument to collect a measurement of the local gravitational field (e.g. Debeglia and Dupont, 2002; Tuckwell et al., 2008; Kaufmann, 2014; Martínez-Moreno et al., 2016). After applying corrections to remove the influence of terrain and other unwanted signals such as the tides, the resulting map is proportional to the underlying mass distribution of the ground. Dense materials cause the instrument to record higher acceleration (a positive gravity anomaly), whereas low-density features (e.g. air-filled voids) create a relative gravity low (or negative gravity anomaly) (Reynolds, 2011; Long and Kaufmann, 2013). However, one of the limiting factors impacting the resolution of the technique is that it is strongly affected by the amount of microseismic noise which is recorded by the instruments mass and spring system, as vibrations in the ground generate accelerations which are indistinguishable from those caused by gravity due to
the equivalence principle. These accelerations affect both the accuracy of an individual measurement cycle (a group of measurements over a time period which is used to average out ground acceleration noise), as well as the repeatability of multiple measurement cycles (Boddice et al., 2018), therefore affecting the reliability of the final gravity map.

Recent use of gravity measurements, with respect to earthquakes, has been focused on future earthquake prediction by identifying which ancient faults are under stress and most likely to be active (Levandowski et al., 2017), and tracing changes in mass distribution (Barnes, 1966; Yiqing et al., 2011), the progression of fault movements using satellite measurements (De Viron et al., 2008; Grocholski, 2018), and developing early warning systems using the instantaneous gravity signal (Zhu and Zhan, 2012; Montagner et al., 2016). Much less attention has been given to the effects of the resulting seismic accelerations on the accuracy of field measurements in typical microgravity surveys, particularly with commercially viable measurement times. Whilst large magnitude earthquakes in the UK are rare, significantly large earthquakes can be detected seismically around the globe using seismometers, and have the potential to affect the usual microseismic noise which can be detected by the gravimeter, both in terms of its amplitude and frequency. These additional accelerations can affect the accuracy of the measurements and even render the technique futile for a span of time, both during the earthquake and during subsequent bursts of seismic accelerations caused by the earth ringing (e.g. Rymer, 1989; Seigel, 1995). From a commercial perspective, even when the triggering earthquake takes place far from the site in question, the seismic waves present an additional source of acceleration noise on surveys which can affect the instrument performance and the optimum integration times. Experiments to quantify these effects are hard to set up due to the unpredictable nature of earthquakes, and suitable datasets can only be acquired serendipitously, making systematic studies difficult if not impossible.

This paper takes unique, long-term microgravity data recorded using commercial field gravimeters in static locations that by chance covered time intervals before, during and after distant earthquakes and examines the subsequent effect on data quality, as well as considering if any potential changes to commercial surveying practice are required when surveying in the immediate aftermath of a distant large earthquake. The objectives of the current study were:

- To identify how the noise caused by accelerations due to different seismic modes affects the gravimeter performance both during and after a distant triggering earthquake and the duration of these effects.
- To identify the best course of action for a field operator when an earthquake occurs during a survey including determining the optimum cycle times to be used in the period following an earthquake, the necessary intervals between base station reoccupations and suitable drift removal approaches
- Examine the effects of earthquakes on instruments in a gradiometer configuration with a view towards characterising the limitations on performance for future instruments.

2. Gravimeters and noise response

Most field gravimeters in use today, such as the Scintrex CG-5 and CG-6, work using a mass mounted on a quartz spring in a near vacuum to increase sensitivity, the force on which is proportional to the strength of the gravitational field at the measurement location, which is used to measure differences in acceleration. However, due to the equivalence principle, measurements of gravity are strongly affected by ground vibrations which are indistinguishable from gravitational acceleration, and the mass-spring system to oscillate, affecting the measurement. Typically, the dominant source of these vibrations comes from microseismic accelerations caused by the interaction between waves with the fixed ocean floor and other waves (Ardhuin et al., 2011; Ardhuin and Herbers, 2013; Ardhuin et al., 2015), which typically have a peak frequency of between 0.1 and 0.3 Hz with a bandwidth of approximately 0.05–0.5 Hz. However, the instruments are also affected by a broadband range of frequencies from other seismic modes and anthropogenic vibrational sources (Goncharenko et al., 2018). In surveying practice, the higher frequency acceleration noises (>0.1 Hz) are removed by using a long measurement window (30–60 s) for each measurement cycle to average the effects out by measuring several cycles of the noise, whereas longer period diurnal noise sources as well as the drift of the instrument (caused by the slow relaxation of the quartz spring) are removed by making repeated measurements at a single point (base station) over the course of the survey day and removing the underlying trends (Gabalda et al., 2003; Tuckwell et al., 2008). One common estimation of the error for a single cycle of microgravity measurement is the root mean square (RMS) error, which can be estimated using Eq. (1) (Scintrex Ltd., 2006).

$$RMS\ Error = \frac{SD}{\sqrt{N_{cycles}}}$$

Under normal survey conditions, the typical RMS error for a 30 s measurement will be less than 10 μGals. The presence of different frequencies of ground acceleration noise on the gravimeter can be assessed using the instrument’s raw data which records at 6 Hz (CG-5) and 10 Hz (CG-6) during each measurement cycle. The visibility of accelerations in the instrument’s raw data is affected by the sampling rate of the sensor, which limits it to those with frequencies less than the Nyquist frequency (i.e. half the sampling frequency) (Leis, 2011). Accelerations with a frequency greater than the Nyquist frequency are misidentified through “aliasing” and appear as lower frequencies. The sampling rates of the CG5 and CG6 instruments used in the current study cause accelerations with frequencies over 3 and 5 Hz respectively to appear as lower frequencies or as a broadband range of different frequency noise signals within the visible range. An example of how this behaviour may affect the recorded accelerations is shown in Fig. 1. For a simulated hypothetical sinusoidal acceleration signal with a frequency of 7.02 Hz. Lower frequencies are generally more of an issue for gravity measurements because they result in less complete cycles making the integration procedure less effective at removing them.

3. Effects of earthquakes on gravity readings

Earthquakes introduce a whole range of different frequency accelerations (Kulhánek, 1990; Greco et al., 2008; Niebauer et al., 2011; Gholbadi-Far et al., 2019) which can influence both the accuracy of individual readings as well as the repeatability of measurement cycles. The effect of large earthquakes on microgravity measurements is strongly dependent on the magnitude and depth of the earthquake and distance of the recording instrument from the epicentre. There are four main types of signal produced with the potential to affect microgravity measurements:

1. Instant static (permanent) (Barnes, 1966; Montagner et al., 2016) and transient changes (Harms et al., 2015) in gravity due to the redistribution of mass in the ground which is instantaneous and therefore detectable in advance of the arrival of seismic waves. These gravity signals are typically only fractions of a μGal but can be measured using high accuracy superconducting gravimeters if sufficiently close to the triggering earthquake, yet far enough to generate a distinct difference in arrival time with the seismic waves (Montagner et al., 2016). For distant earthquakes, the static signal is unnoticeable during surveys using current field instruments as the resulting signal size falls below the practical resolution of the instrument, although these effects have been noticed for local earthquakes using repeated surveys (Tiwari and Mishra, 1997). For the purposes of the current work looking at distant earthquakes, static signals are therefore unlikely to be relevant.
2. Body seismic waves in the ground in the form of Primary (P)-waves and Secondary (S)-waves (Kulhánek, 1990). P-waves are compressional and travel faster than S-waves, although their amplitude is smaller and the frequency higher. In contrast S-waves, formed by the transverse movement of material produce slightly larger acceleration signals which travel slower. These waves are typically recorded using seismometer instruments which are specifically optimised for their frequencies (0.1–10 Hz) and designed not to saturate their response. In contrast, gravimeters are usually designed to filter this noise, either through sensor design or applied filters, and consequently, only specifically designed gravimeters can detect these waves easily (Niebauer et al., 2011).

3. Surface seismic waves which travel only through the crustal surface of the Earth in the form of Love (side to side motion) and Rayleigh (rolling motion) waves which shake the ground (Kulhánek, 1990). Whilst Love waves are unlikely to be detected as gravimeters typically measure the vertical gravity component, Rayleigh waves should affect the instrument. Indeed, gravimeters have been shown to be more sensitive to these waves than even conventional seismometers due to their low frequency response, with the instruments capable of detecting several additional Rayleigh wave arrivals compared to the seismometer (Niebauer et al., 2011). These Rayleigh waves produce the largest ground movements and therefore will have the biggest effect on the measurement accuracy in the period of time immediately following an earthquake.

4. Free earth oscillations in the aftermath of the waves from the main earthquake caused by the interference of P, vertically polarised S and Rayleigh waves (spherical oscillations) and Love and horizontally polarised S-waves (toroidal oscillations), which create a set of standing waves at discrete frequencies in the elastic earth. Since gravimeters only record vertical changes in acceleration due to their design, and toroidal waves do not induce radial deformation or change in volume (or density), only spherical modes can be observed (Arora et al., 2008; Ghabadi-Far et al., 2019). Although these oscillations are typically small in amplitude, excitement caused by an earthquake of vertical motion has been detected using static gravimeters (Arora et al., 2008), who observed waves with periods between 3.4 min ($S_{42}$ mode) and 54 min ($S_{2}$ mode), with the largest amplitudes being on oscillations with periods of around 20 min ($S_{0}$ mode). The oscillations can persist for several days after a strong earthquake, and the comparatively long periods in comparison to the instrument measurement window length makes their effects hard to recognise or account for using integration, but potentially causes variance between subsequent measurement cycles. Free earth oscillations are likely to have the most persistent effect on instrument accuracy during a gravity survey as they continue to propagate for a long time after the earthquake, introducing instability on gravity readings.

Together these effects result in a potentially increased error on the measurements in addition to the error due to the presence of usual microseismic and ground vibration noise. Variations in the recorded seismic signal of up to an hour in duration have been observed for localised seismic activity during continuous field recording using field gravimeters in active seismic zones (e.g. Bonvalot et al., 1998; Tikku et al., 2006). The authors typically found elevated seismic noise at higher frequencies than the microseismic background which increased the RMS error by up to 50–350 μGals for a 30 s cycle time. However, much less attention has been given to the effects of distant teleseismic events. Due to the unpredictable nature of earthquakes, few studies have been carried out to specifically quantify the effects of teleseismic activity, although several authors have recorded earthquakes during measurements for other purposes (e.g. Bonvalot et al., 1998; Debeglia and Dupont, 2002; Tikku et al., 2006; Greco et al., 2008) and justified the higher noise associated with them or removed the data from the study. Whilst almost all of the authors recorded an increase in the RMS error during the earthquake and the immediate aftermath, the duration of the increased microseismic noise and the effect on in the aftermath varied greatly between different earthquakes, with some studies recording no noticeable effect and others showing heightened RMS noise levels and an increased spread of gravity readings for several hours. However, almost all of these studies focused on the final output RMS of the instrument, but did not identify the frequencies of the earthquake related noise from the raw data and how that interacts with the specific design of the different gravimeter sensors used, which had different measurement times and sampling rates, often had limited dynamic
range and are designed to filter out seismic sources of noise. Niebauer et al. (2011), using a specially designed gravimeter with a flat frequency response below 1 Hz, showed that P-, S- and Rayleigh waves were all visible on the measured data. However the particular design of the gravimeter used for the study is atypical and interaction in a field gravimeter may be different due to design considerations which may affect the way different amplitudes and frequencies of noise are manifested. Greco et al. (2008) showed that the period of oscillation relative to some large earthquake components corresponded closely with the main resonance frequency of the field gravimeters being used, effectively amplifying the noise in these frequency bands. It has also been shown that the effects of seismic noise on the accuracy of gravity readings are non-linear and strongly dependent on both the amplitude and frequencies of the noise (Greco et al., 2014), based on an analysis of localised seismic disturbances. However, their analysis was limited to the range of 3–25 Hz as it was directed at localised seismic activity, whereas distant teleseismic events tend to produce much lower frequency sources of noise which may affect the instruments differently. Furthermore, it is anticipated that the frequencies and amplitudes of the noise will change over time due to attenuation and interference between different wave types.

By analysing the raw data and deploying instruments used most commonly for field surveys, the effects of earthquake seismic signals can be more accurately characterised with a full frequency range of noise sources between the reciprocal of the measurement time and Nyquist frequency. Using this information, the effects of using different measurement strategies can be assessed to devise an optimum strategy by assessing the accuracy of using different cycle times. Additionally, as all of the above mentioned studies stopped 18–22 h after the earthquake, by continuing to collect data on subsequent days after the earthquakes, the evolution of the noise over time and the effects of long period noises sources such as free earth oscillations were also studied.

4. Earthquakes analysed and processing methods

Two different earthquakes in Chile in 2015 were recorded using Scintrex CG-5 gravimeters which were used to record continuous data in static locations in the UK; one from the basement of a building in the University of Birmingham on data that was collected to investigate long term instrument stability (36 h of data) and the other earthquake in 2015 was recorded from a commercial site in Thurrock, Kent, where one instrument was left recording continuously at the base station to collect information on background noise for research (data collected for 6–8 h a day for the day before, and 1, 2 and 5 days after the earthquake). An additional 2019 earthquake from Indonesia was captured during a gravity gradient survey using two Scintrex CG-6 instruments, also at the University of Birmingham. The earthquakes are summarised in Table 1. It should be noted that for all the measured earthquakes, the measurement site lies in the shadow zone (104°–140° for P waves and above 104° for S-waves), meaning that any effect of these body waves is likely to be due to reflected waves as opposed to direct arrivals.

The CG-5 instruments were set to record raw data, which is sampled at 6 Hz from the internal analogue to digital converter and converted from digitiser counts to μGal using a scaling factor. In all cases the raw data was pre-processed before further analysis to remove known sources of noise (temperature of the spring, tilt of the instrument (Scintrex Ltd., 2006), celestial and ocean tidal effects using a tidal model (Hartmann and Wenzel, 1995) and linear drift of the instrument spring using a linear fit to the data. Further details on processing raw data from the Scintrex CG-5 to remove instrumental effects are provided by Sugihara (2004).

The data used for the gradiometer measurements in Section 6 of the paper consists of shorter readings (three minutes). Three Scintrex CG-6 instruments were used with the trident gravity gradient stand to create gravity gradiometers with separations of 0.5 m at two different heights and 1 m between the top and bottom sensors (Fig. 2). The sampling rate

![Fig. 2. An example of the trident stand setup used to collect gradiometer data during the study. The three instruments were controlled using the data collection tablet interface and fired simultaneously.](https://earthquake.usgs.gov/earthquakes/eventpage/us10002ke8#executive)

Table 1

<table>
<thead>
<tr>
<th>Earthquake number</th>
<th>Measurement location</th>
<th>Date</th>
<th>Earthquake location</th>
<th>Earthquake magnitude (Mw)</th>
<th>Distance from triggering epicentre</th>
<th>Duration of data recorded</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>University of Birmingham (52.453276° N, 1.927410° W)</td>
<td>20th June 2015 02:10:07 (UTC)</td>
<td>73 km WNW of Talcahuano, Chile(a) (36.360°S, 73.812°W, 11.0 km depth)</td>
<td>6.4</td>
<td>12,070 km (angular distance = 108.509°)</td>
<td>36 h</td>
</tr>
<tr>
<td>2</td>
<td>Thurrock, Kent (51.479232° N, 0.275479° E)</td>
<td>16th September 2015 22:54:33 (UTC)</td>
<td>48 km West of Illapel in Chile(b) (31.573°S, 71.674°W, 22.6 km depth)</td>
<td>8.3 aftershocks (6–7)</td>
<td>11,590 km (angular distance = 104.195°)</td>
<td>6–8 h per day (day before and 1,2 and 5 days after the earthquake)</td>
</tr>
<tr>
<td>3</td>
<td>University of Birmingham (52.453276° N, 1.927410° W)</td>
<td>2nd August 2019 12:03:27 (UTC)</td>
<td>106 km WSW of Tugu Hilir, Indonesia (17.292°S, 104.791°E, 49.0 km depth)</td>
<td>6.9</td>
<td>11,780 km (angular distance = 105.925°)</td>
<td>2 × 3 min readings (1 before and 1 during earthquake)</td>
</tr>
</tbody>
</table>

\(a\) https://earthquake.usgs.gov/earthquakes/eventpage/us10002ke8#executive.

\(b\) https://earthquake.usgs.gov/earthquakes/eventpage/us20003k7a#executive.

\(c\) https://earthquake.usgs.gov/earthquakes/eventpage/us60004zhq#executive.
of the CG-6 was 10 Hz. Data were processed by aligning the measurement times of the two sensors, applying tilt and temperature corrections and removing the drift from the instrument using linear fits between base station readings. Gravity gradients were calculated using Eq. (2) with the heights (h) in metres and gravity of the two sensors (g) in μGal to give a measured gravity signal in Eotvos (1 E = 10 μGal/m = \(10^{-9}\) s²).

\[
g = \frac{(g_{\text{bottom}} - g_{\text{top}})}{(h_{\text{top}} - h_{\text{bottom}})} \times 10\tag{2}
\]

5. Surveying during and immediately after an earthquake

To identify the effects of an earthquake on the performance of field gravimeters, data were examined from an instrument measuring before, during and after a teleseismic event (earthquake 1) using the maximum measurement cycle time (256 s) allowed by the instrument. The arrival times of the different wave types have also been calculated. Fig. 3 shows approximately 2 h of data taken before, during and for several hours after earthquake 1. A Fast Fourier transform (FFT) of each of these intervals has also been provided to view the different frequency components.

In the time interval before the earthquake, the typical microseismic noise is visible as a broadband noise, with the highest peak at approximately 0.2 Hz. The nature of this noise is in line with the findings of other authors for microseisms from ocean wave sources (Ardhuin et al., 2011; Ardhuin and Herbers, 2013; Ardhuin et al., 2015) and the instrument is specifically designed to reject this noise through the filtering and integration process. Once the waves from the earthquake arrive, whilst the typical microseism noise is still apparent, all of the different waves associated with the earthquake create additional low frequency noise below 0.1 Hz on the data, with the largest peak being caused by the Rayleigh wave arrivals. Th can also be seen in the increased standard deviations on these readings with slight increases being recorded after the P and S-waves but a very large increase being recorded following the arrivals of the Rayleigh waves. In the aftermath of the earthquake and after the initial Rayleigh wave arrivals have decayed, the nature of the microseismic noise has been altered, with a 0.05 Hz acceleration signal still visible (as shown by the peak in the FFT data), in addition to the usual broadband microseismic noise peak at 0.2 Hz. This means that there is an additional source of low frequency noise which affects the measurements, even after the obvious effects visible in the time domain are no longer apparent.

5.1. Standard deviation (SD) and RMS as a measurement of error

Standard deviation or standard error is often used as an on-site quality control measure, with large values over a certain threshold being rejected and the point re-attempted. However, as the standard deviations for the arrivals of the early seismic waves fall within the typical range of values which the instrument operator could expect in normal surveying conditions, especially on a day with a moderate breeze, it is unlikely that the SD will allow the earthquake to be detected at an early stage after the event. Furthermore, as the frequencies of these earthquake related noise sources are lower than typical microseismic vibrations, they may have a disproportionate effect on the measurement accuracy as less complete cycles can be measured with the measurement window.

5.2. Allan deviation as a measure of error

One problem with using the standard deviation or RMS error as a measure of measurement accuracy is that the method makes the assumption that the noise is white noise (i.e. that the spectral power is the same across all frequencies), whereas in reality the noise is defined by noise bands peaking at specific frequencies as shown in Fig. 3. The optimum time for a measurement cycle using a gravimeter is a balance between two competing effects on the instrument; the integration of the high frequency microseismic noise sources by using a long enough integration time to average their effects, and the effects of lower frequency noise sources with periods longer than the integration time which reduce the accuracy as the measurement time is increased (Boddice et al., 2018). Taking these different noise sources into account, a better estimate for the accuracy of the measurements and determination of the optimum measurement time for a reading can be assessed using the Allan deviation (Allan, 1966) which shows the resulting noise for different measurement cycle times. The Allan deviation is determined by calculating means of different values for a range of different window sizes (equivalent to different averaging time periods) and then calculating the variation in the means for each window size using the standard deviation to determine the stability of the readings for a range of different integration times. Plotting the variance against the time for each window length, an initial decrease can be observed as the high frequency noise sources are averaged followed by an increase as the effects of lower frequency noise sources dominate the improvement from further averaging can be observed.

The Allan deviation of the time intervals containing different waves before, during and after the earthquake is shown in Fig. 4 and the results for the use of different integration times shown in Table 2. The results show that all of the different waves created a short term increase in the measurement errors for short averaging windows which can be divided into three distinct groups, shown by the similarity of the different lines in Fig. 4: 1) readings without the presence of major earthquake waves from before and after the earthquake (blue and red lines), 2) readings with body (P- and S-) waves which had a small effect on the data (yellow and purple lines) and 3) much larger effects from the surface Love and Rayleigh waves (green and cyan lines).

The first of these groups, where no earthquake waves were present, are characterised by low short-term errors with the Allan deviation reaching a flat state within 20 s after which the improvements are minimal. The interval following the final Rayleigh waves shows very little difference to the data taken before the earthquake, with comparable size errors for all measurement cycle times of 20–90 s, although there is some variation at very short measurement time windows. This suggests that the additional low frequency noise shown in Fig. 3 during the time following the earthquake is not having a significant effect on the measurements when taken using commercially viable measurement cycle times. Larger differences are apparent for longer cycle times, suggesting that although this noise has little effect on the performance of the instrument in a commercial context, the noise may provide a limitation on the maximum accuracy which can be obtained if no limitations exist on integration time. The optimum performance capped at 1.48 μGal/s (90 s integration time) before the errors began to rise again, as opposed to measurements taken before the earthquake where the errors continued to fall for all measurement times up to the longest measurement cycle times possible by the recording instrument.

5.3. Effects of body waves on measurement precision

For the second of these groups containing the body P- and S-waves, the Allan deviation is characterised by having a higher short term measurement error and taking longer to reach the same accuracy as the periods without earthquake noise, although the measurement continues to improve with longer measurement times instead of reaching a steady state. For 30 s readings, these waves introduced a considerable increase in the measured errors, taking the measurement errors from 1.7 μGal to 2.24 and 3.04 μGals respectively (increases of 37.6% and 78.8% respectively compared to the errors seen before the earthquake). For longer readings of 60 s, the P-waves actually showed a slight improvement to the data and the decrease in accuracy for the S-waves was more modest (1.49 to 1.95 μGals; an increase of 30.8%). The longer 60 s
Fig. 3. The effect of different wave arrivals on frequencies of recorded noise on the gravimeter taken from data of earthquake 1 (Mw = 6.4). The left hand column shows data from the different wave arrivals in the time domain and the right hand column shows the corresponding frequency domain data.
readings may therefore be more appropriate to use during periods where these waves are present, as they give a performance which is roughly equivalent to that which would be obtained when using 30 s readings, which is the minimum amount of time typically used on a survey and a much lower drop in performance.

5.4. Effects of surface waves on measurement precision

The final group of waves (surface waves) are characterised by having a vastly higher short term error, as well as much less stable values across the whole measurement range, never reaching the same accuracy levels as for the other periods, as well as not showing a consistent decrease in the measurement errors with increasing measurement times unlike with the other groups. This is likely to be the result of averaging incomplete cycles of low frequency high amplitude noise. The resulting performance is 2.5 times worse for the Love waves and 7 times worse for the Rayleigh waves when using 30 s cycles, with large errors still present for 60 s cycles (1.5 and 3.5 times worse for Love and Rayleigh waves respectively). It is therefore likely that it is impossible to measure accurately within these periods and that the resulting measurements will be unlikely to be useful, especially during the Rayleigh wave period.

5.5. Effects on measurement repeatability

To test the actual measured spread of the mean values (measurement repeatability) and to take into account other instrumental effects, in addition to the increased noise which would be expected, the different periods were isolated and 30 and 60 s moving mean window functions

over the sections of the data with the presence of the different types of earthquake waves were determined. The probability density functions have been calculated using a normal kernel smoothing function in Matlab (ksdensity), and are shown in Fig. 5. The standard deviations of the moving means and the mean RMS error calculated for each period are shown in Table 3. F tests between the distribution of data collected before the earthquake and each of the periods using the Brown Forsyth test (chosen because it is more robust than other methods to datasets which violate the assumption of normality) were also conducted to test for significant differences in the measured variances during each period, as well as between the 30s and 60s results and p values are also shown in Table 3. These tests all rejected the null hypothesis (i.e. that there was no difference in the variances between the datasets) with a confidence of more than 99% suggesting that any visible differences between the distributions are statistically valid.

For both the periods before and the period after the earthquake, both 30s and 60s window lengths showed comparable performances, suggesting that in normal surveying conditions, there is little practical benefit on the measurements, although using longer measurement times results in lower measurement standard deviations and RMS errors. The differences in the standard deviations in these periods ranged from 0.2 to 0.35. Since it could be expected that 95% of the data would be within 1.96 standard deviations, and the resolution of the CG-5 instrument is limited to 1 μGal, the difference in the errors would likely to be unnoticeable (0.39–0.68 μGals) and not significantly impact performance. This is also shown by the similarity in the probability density functions for 30 s and 60 s moving windows in these periods.

The results show very small effects on the data for the initial body P-
and S-waves, with the P-waves even offering a slight improvement on the initial measurement conditions shown by the smaller spread of data during this period. Nevertheless, a more significant advantage from the longer cycle times is apparent by the difference in the probability density functions which has a higher number of readings falling near the centre of the distribution for the 60s windows. Furthermore, the standard deviation of the measurements during these periods remains comparable to the period before the earthquake and in the case of the P-waves, actually shows an improved performance. These results are in line with the results from the Allan deviations which also showed improved performance at longer time windows during the P-waves.

Both the Love and Rayleigh waves have had a more significant effect on the measured data which is shown by the large increases to the SD (30s: 5.05 for Love and 11.15 for Rayleigh from 2.90 before the earthquake 60s: 2.91 for Love and 5.88 for Rayleigh from 2.64) and the increased spread of data in Fig. 5e and f. During the Love waves, 60s readings showed only a slightly worse performance which was almost comparable to readings taken without earthquake waves (within 10%; increase in SD of only 0.27), whereas the errors for 30s showed an increase of more than 2 μGals in SD. Calculating the 95% error window indicates the noise would create an additional spread of 4 μGals which is unlikely to give stable enough readings for detecting small targets, as these errors are comparable in size to the targets of interest in a high accuracy civil engineering survey. During the Rayleigh waves, neither measurement gives acceptable errors with the SD which are 284% higher for 30s cycles and 122% for 60s readings. Although the 60s shows an improvement visible in the probability density function in Fig. 5f, the 95% error bracket gives errors of 21.8 and 11.5 μGals for the 30s and 60s cycles respectively, which are too high to obtain good stable results for individual measurements as the number of repeat readings to obtain an acceptable level of accuracy would be commercially unviable.

The period after the earthquake showed a decrease in accuracy compared to the period before the earthquake (30s: 3.82 compared to 2.90 before and 60s: 3.62 compared to 2.64). This is likely to be the result of the continuing low frequency noise which was identified in the data in Fig. 3. Taking into account that 95% of the readings should fall within 1.96 SD, the difference in values of 0.92 for 30s readings and 0.98 for 60s readings would result in an additional 1.8–1.9 μGals in error for a single cycle during this period. The higher errors on individual cycles may result in an increased number of repeated readings during this period or less accurate survey outcomes. Interestingly, the increased errors are not identified by either the RMS error which recorded lower values than the period before the earthquake or the Allan deviation which showed no large differences at these averaging times between this and the period before the earthquake.

### Table 3

Statistics from the moving means for 30 s and 60 s windows for data collected at different times during and after earthquake 1.

<table>
<thead>
<tr>
<th></th>
<th>SDs of means</th>
<th>Interquartile range</th>
<th>Mean RMS errors</th>
<th>P values for f-test with before earthquake</th>
<th>P values for f-test between 30 and 60 s windows</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30s</td>
<td>60s</td>
<td>30s</td>
<td>60s</td>
<td>30s</td>
</tr>
<tr>
<td>Before the earthquake</td>
<td>2.90</td>
<td>2.64</td>
<td>3.89</td>
<td>3.58</td>
<td>1.69</td>
</tr>
<tr>
<td>Earthquake until P-wave arrival</td>
<td>2.59</td>
<td>2.24</td>
<td>3.23</td>
<td>3.09</td>
<td>1.56</td>
</tr>
<tr>
<td>P-waves</td>
<td>2.30</td>
<td>1.57</td>
<td>3.23</td>
<td>2.10</td>
<td>1.98</td>
</tr>
<tr>
<td>S-waves</td>
<td>3.15</td>
<td>2.30</td>
<td>4.29</td>
<td>3.18</td>
<td>1.90</td>
</tr>
<tr>
<td>Love waves</td>
<td>5.05</td>
<td>2.91</td>
<td>7.26</td>
<td>4.20</td>
<td>2.26</td>
</tr>
<tr>
<td>Rayleigh waves</td>
<td>11.15</td>
<td>5.88</td>
<td>7.94</td>
<td>5.48</td>
<td>4.27</td>
</tr>
<tr>
<td>After the earthquake</td>
<td>3.82</td>
<td>3.62</td>
<td>5.06</td>
<td>4.77</td>
<td>1.51</td>
</tr>
</tbody>
</table>
period after and the period prior to the earthquake. The persistence of these effects following earthquake 2 is examined in Section 6.

6. Surveying during the days following an earthquake

As shown in Section 5, the effects of earthquakes persist beyond the end of the easily identifiable waves manifesting in the data and persist over a longer time period of several days. The majority of existing studies which contain earthquakes in the data are limited to a few hours after the earthquake, but it is of interest to investigate how the noise evolves and the resulting noise effects over a longer time frame. A static Scintrex CG-5 gravimeter had been deployed during the previous day of a commercial microgravity survey as part of an investigation into background noise on the day before earthquake 2 in 2015. After the earthquake was reported as taking place overnight, the gravimeter was again deployed over the following survey days (17th 18th and 21st September 2015) to collect comparable datasets over a number of days after the earthquake. Data were collected using 60s cycle times, comparable to those used in a typical survey. A wind shield was used throughout the survey to protect the instrument from these additional sources of vibration.

FFTs of all of the datasets are displayed in Fig. 6, showing the evolution of the noise spectra over the measurement period. The day after the earthquake, a small peak can be observed at a frequency of 0.05 Hz (similar to that identified after earthquake 1), before disappearing on subsequent days. This is likely to be the result of the low frequency seismic waves, and the smaller amplitude is a result of a greater amount of time elapsing since the triggering earthquake which has allowed the energy in the waves to decay. These waves seem to rapidly decay and are no longer visible 2 days after the earthquake. In normal surveying conditions, the peak of the seismic noise usually falls in the range of 0.2–0.3 Hz as can be seen on the day before the earthquake. A more persistent effect can be seen in the main peak of the microseism noise, which is larger in the two days after the earthquake when the energy in the microseism has shifted to higher frequencies, peaking between 0.3 and 0.4 Hz before returning to normal by the fifth day after the earthquake. The reasons for this shift are unknown although it may be related to a localised seismic source of noise which may be unrelated to the highlighted triggering earthquake, as the frequencies seem to be too high to be related to normal seismic modes associated with an earthquake.

To understand how these changes to the microseismic noise have affected the accuracy of the gravimeter, the overlapping Allan deviation has been calculated for each of the survey days (Fig. 7) with the results for a selection of integration times shown in Table 4. The optimum performance for the gravimeter is unsurprisingly on the day before the earthquake, with a significant degradation in performance the day after the earthquake. Over integration times consistent with those usually used for commercial microgravity surveys (i.e. 60s or less), only the day immediately following the earthquake (17th September 2015) showed a large drop in instrument performance. Subsequent days recorded similar errors to the day before the earthquake suggesting that the instrument performance was only majorly affected on the first day after the earthquake. This is also apparent from the similar shapes of the curves in Fig. 7. Since the 18th of March also showed a shift in the microseism peak to higher frequencies but showed no obvious degradation of performance, it is likely that the poor performance of the instrument on the day following the earthquake is due to the lower frequency noise (0.05 Hz) which was only apparent on that day. These accelerations are consistent with the noise caused by earthquake 1 in the previous section, and the frequency correlates well with those caused by Rayleigh waves as seen by other authors (e.g. Niebauer et al., 2011). The higher frequency microseism noise seen on the days following the earthquake is more easily accounted for by the integration process due to the larger

Fig. 6. FFT of the data from the 2015 earthquake 2 survey a) immediately before and b), c) and d) for several days after the earthquake.
number of complete cycles to be averaged and hence has a more minimal effect.

The overall effect on the accuracy has been calculated using the probability density distributions (Fig. 8) as with earthquake 1. The statistics relating to these distributions are also displayed in Table 5. The results showed a similar distribution for the day before and the days 2 and 5 after the earthquake with only slight differences in the instrument performance. Using Brown-Forsyth f-tests to assess the equality of the variances between day 0 (before the earthquake) and each of the other days accepted the null hypothesis at the 95% confidence level (i.e. that the distributions were the same) for day 3. The other two days (day 1 and day 5) rejected the null hypothesis, showing a significant difference between these days. As shown by the probability density distributions in Fig. 8 and the difference in the standard deviations in Table 5, the difference between the period before the earthquake and for the 5th day after the earthquake is small with less than 1 μGal in SD (around 21%). This variation is similar to those which would be seen due to natural variations in the microseismic noise between survey days due to changes in environmental conditions, and between instruments due to differences in the sensor springs (see for example difference between instruments in Boddice et al. (2018) or Jousset et al. (1995)). It is therefore unlikely that these effects would be noticeable, especially if multiple instruments are being used on the survey.

In contrast, the day immediately following the earthquake shows a marked decrease in sensor accuracy, with a broader distribution of values shown by the SD which is 39% higher (4.49 to 3.23) than the day prior to the earthquake. By using the 95% confidence intervals (calculated by multiplying these SDs by 1.96) as a benchmark for the largest errors to be expected on a measurement, the expected maximum errors are 2.47 μGals higher for the day immediately after the earthquake in comparison to the day preceding the event for the 60s cycle times used. This increase is also reflected in the higher RMS values seen in Table 5. These larger errors may be significant for high accuracy microgravity projects and result in either lower accuracy measurements, or the need to take an increased number of repeats to achieve stable values which makes surveying slower.

7. Long period variations

In addition to the high frequency noise which affects the accuracy of individual measurement cycles, longer period variations can be induced by the free earth oscillations caused by the earthquake. Typically, these oscillations will manifest as a longer period noise between measurement cycles as the periods typically range from 3 to 50 min. These frequencies are difficult to separate from existing low frequency sources of noise, especially the instrument noise, which tends to dominate at periods longer than the maximum window length (256 s) (Boddice et al., 2018). Another concern is the effects of drift on the instrument as the internal quartz spring relaxes. As the rate at which the spring relaxes is reasonably constant, drift on a survey over a long timeframe can be considered linear and is removed in the instrument software by applying a linear trend removal function (Scintrex Ltd., 2006). However, this correction only approximates the drift in survey conditions, and daily variation in the drift rate and additional non-linearities, such as vibration induced short term drifts, are removed using repeated base station readings (Seigel, 1995) and either fitting linear trends between each point (Tuckwell et al., 2008), or using all of the points to fit a higher order polynomial (Gabalda et al., 2003). These two methods are compared whilst looking at the time gaps between base station readings to see if there are any significant changes to survey practice needed in the aftermath of a large earthquake to account for very low frequency effects from free earth oscillations.

The dataset taken on site during earthquake 2 has been desampled to use only small selections of readings as base station readings. Different intervals of time have been taken between base station readings used to remove the drift from the whole datasets taken on each survey day, and the resulting errors have been calculated using the standard deviation of the corrected measurement cycles for both linear fitting and polynomial
fitting methods. The results are shown in Table 6. Using the linear fit between base station readings approach produces superior results to the polynomial fit approach in nearly all cases, even when 3rd order polynomial fits are used. To ensure the highest accuracy, it is recommended that the linear fit approach is used for all surveys, regardless of whether a large teleseismic event has occurred.

The probability density distributions for readings corrected using the linear fit approach on each of the survey days for a range of different base station measurement time spacings are shown in Fig. 9. For the two days with no earthquake effects visible in the previous analysis (day 0 and day 5), 2 h separations between base station readings do not give notably worse results than shorter separations. For example, the differences between 2 and 1 h measurement gaps on these days are just 0.15 and 0.17 μGals respectively which is unlikely to have a significant effect on instrument performance. Furthermore, no mean shifts are visible on either of these days, other than when only three base stations at the start, middle and end of the survey day are used. This shows that the drift removal is sound, even for comparatively long gaps between base station readings during normal surveying conditions. Notable improvements in instrument performance are only visible when the interval between base station readings is brought down to 15 min. However, these improvements are generally small (SD reduction is less than 1 μGal for all but the second day after the earthquake), whilst the survey time will be drastically increased as 4 times as many base station readings will be needed, making the strategy unlikely to be commercially viable for most applications.

In the days immediately following the earthquake, using longer gaps between measurement stations leads to much larger errors. On the first day after the earthquake for example, using a 2 h measurement separation, causes a 2 μGal shift in the mean value of the data in comparison to the use of base station measurement frequencies of 1 h or less. On the second day after the earthquake, the shift in the data is even worse, with shifts of 5 μGals in the mean value for all base station gaps greater than 1 h. Furthermore, the spread of the data is also much greater with the difference in SD as high as 2.5 μGals on day 2 after the earthquake. For base stations taken with gaps of at least an hour, the performance of the drift correction in the days after the triggering earthquake is only marginally worse than during the day before the event, with no notable mean shifts and increases in the data spread in the order of 1 μGal. These results show that the drift correction is likely to leave large errors in the data if base stations are not taken with sufficient frequency after a large earthquake.

One interesting finding is that the worst drift corrections occurred on the second day after the earthquake, rather than the day immediately following the earthquake. One possible explanation for this is the attenuation and consequent reduction of the effective frequency of the seismic waves which was hard to detect using the previous FFT analysis due to the comparatively long period of noise. The consequences of this
low frequency noise are a larger spread of values when using time gaps of more than 1 h between base station readings, even in comparison to the previous day (SD 4.26 compared to 3.91 for day 1 after the earthquake). In light of these findings and the previous observations, whilst it is usually sufficient to take base stations every two hours, and a linear rather than a polynomial fitting method between base stations is used fit to achieve a satisfactory level of accuracy. Based on the available data, the duration of this survey strategy of hourly base station measurements is hard to precisely determine, but is for between 2 and 5 days after the earthquake.

8. Effect of earthquakes on gradient or difference measurements

It has been identified that for teleseismic events, unlike for more localised seismic activity, there is a strong correlation between gravity instruments, even those separated by large distances (Greco et al., 2008). With this in mind, it may also be possible to reduce the impact of earthquake noise by using an additional instrument to record and subtract the noise by using a gradient measurement or by recording the noise on a separate static instrument (variometer configuration). To investigate this seismic noise cancellation technique, data taken during a gravity gradient survey before and during earthquake 3 was used and is shown in Fig. 10. However, similar results could be expected for a variometer configuration for two adjacent instruments if the signal generated from accelerations with frequencies above the DC gravity value was used to correct the measuring instrument. Once again, it is apparent from comparison of the data taken before and during the earthquake that there is a significant shift in the nature of the microseismic noise, specifically manifesting as a low frequency noise with a frequency between 0 and 0.1 Hz. Whilst this frequency is a similar range as previously seen, the noise appears to cover a broader range of frequencies in comparison to the equivalent noise seen during earthquake 1, further highlighting differences in instrument responses to different earthquakes as previously discussed.

The correlation coefficient between different pairs of these sensors was calculated and is shown in Table 7. Crucially, the noise shows good correlation between the different sensors, with the correlations even improving for the measurements taken during the earthquake, allowing subtraction of the noise signal to be made in order to improve the accuracy of the readings. To test the ability of the gradient configuration to suppress the effects of noise and improve instrument performance, the Allan deviations both for the individual gravity sensors and the gravity gradients taken between different sensors were calculated and are displayed in Fig. 11 and the errors for some key values shown in Table 8.

Analysis of the gravity data from all three sensors shows a similar performance to each other for both measurements taken before (Fig. 11a) and during earthquake 3 (Fig. 11b). However, the performance of the instrument is greatly affected during the earthquake, with the best recorded instrument performance being almost 3 times worse than during the measurements preceding the earthquake. For commercially viable integration times (< 60 s) the performance is 4-7 times worse, rendering a useful survey result impossible. This is similar to the results seen in the previous dataset during earthquake 1.

In contrast, the Allan deviations for the gradient readings for the same integration times show a very similar performance both before and during the earthquake, showing the benefits of noise cancelling. At longer integration times above 100 s, a more significant effect of the earthquake noise can be noticed on the gradient readings which is reflected in the difference between the data taken before (Fig. 11c) and during the earthquake (Fig. 11d). Whilst data taken during the period before the earthquake shows a continuous improvement with increasing measurement times throughout the range of integration times, the period during the earthquake shows a decrease in accuracy after the optimum averaging time has been reached, suggesting a low frequency noise source on the measurements. As all the instruments are measuring identical and these different responses are the result of their interaction with and without teleseismic activity for the range of integration times typically used.

9. Discussion

The results show that the seismic waves associated with earthquakes have a considerable impact on data quality for several days after the earthquake. In an ideal scenario, it is advantageous to spot the
earthquake as early as possible as the effect on accuracy is small enough to continue getting reasonable results before the surface waves (i.e. Love and Rayleigh waves) arrive, especially if longer readings (60s instead of 30s) are used during the body waves as shown here. Early detection allows the instrument operator to take the instrument immediately back to the base station to compensate for instrument drift, allowing the readings taken since the previous base station measurements to still be usable in the final dataset. In practice, this may be difficult for all but the most experienced operators as the other waves are difficult to spot in the time domain as their magnitude is comparatively small as shown in Fig. 3. The main diagnostic feature of an earthquake which any surveyor will recognise is a sudden rise in the instrument reading cycle standard deviation, although this is probably only noticeable once the Rayleigh waves arrive due to the small changes in SD for the other wave types. In this scenario, the presence of an earthquake can be confirmed by the operator by checking the data graphically for recent readings using the data recall function on the instrument to identify a low frequency noise with a period of approximately 20 s. If such noise is present, the recommended best course of action is to check an online resource for the base station and record the drift before the readings become impossible, resulting in more useable and reliable collected data. However, calculation of the FFT and the subsequent peak detection is challenging due to the comparatively short reading lengths which gives poor resolution in the FFT at the lower frequency range, in addition to the instrument’s low sample rate and high noise floor at low frequencies on the analogue-to-digital converter. Preliminary testing on the data here showed that a period of at least 90s is required for a FFT to show a clearly identifiable spike below 0.1 Hz, which may be possible by performing the process across the data from all of the repeat readings taken on each measurement point (usually 3 x 30s cycles). An example of applying an automatic peak detection technique using a simple magnitude threshold (magnitude >0.07 shown as red crosses) on noise below 0.15 Hz is shown in Fig. 12, which demonstrates the potential of the method to identify earthquake waves at an early stage to allow the survey to be paused and the methodology to be adapted in the manner suggested. The method identifies the seismic waves from the earthquake almost immediately after the first P-waves hit, making it faster than could be expected using the time domain readings.

The main limitation of the current work is the limited amount of data availability, due to the difficulty in capturing earthquake events using a controlled reference instrument over a long period of time, especially as the raw data option is often not enabled for most typical commercial surveys. This has limited the sample to three earthquakes in the current study. As the epicentre of each earthquake is a different distance from the measurement location and also generated at a different triggering depth and magnitude, it is difficult to assess how these earthquake specific factors affect the resulting ground accelerations and performance of the gravimeter. To address this, a much larger dataset of earthquakes at a wide range of distances, depths and magnitudes would need to be collected using continuously monitoring instruments, which is challenging due to unpredictability of earthquakes and the resulting amount of time such an endeavour would require to capture a large enough dataset to systematically study these effects.

Another limitation of the work is that the data was collected using only the most popular commercial gravimeter currently in use. Other

Fig. 9. The probability density distribution of the measurement cycle means on different days before and after earthquake 2 in 2015 when using linear fits between base stations to remove the drift.
field gravimeters may have springs with different resonance frequencies which would affect their response to earthquake induced accelerations. In additi

collecting data with a wider range of instruments simultaneously would allow comparisons to be made and assess the wider impact of earthquake induced accelerations on different instrument types.

10. Conclusions

Acquiring suitable data to study the effects of earthquakes is difficult due to difficulty in predicting their occurrence. This paper analysed unique datasets of gravimeter measurements taken before, after and during earthquake events. It has been shown that teleseismic earthquakes change the nature of the usual microseismic noise, affecting the accuracy of gravity measurements taken using field gravimeter instruments. Whilst these changes have previously been noted both anecdotally and in individual study data, studies have not usually looked at long term effects in the days after the earthquake or the frequency.
The main findings from the work presented in the paper were:

- The main noise effects are caused by additional low frequency accelerations from the different wave types associated with the earthquake (peaking below 0.1 Hz), caused by the arrival of different body and surface waves which was visible in the data both during the earthquake and for several hours afterwards. Of these, Rayleigh waves had the largest effect with significant effects also being noticed for Love waves. Much smaller effects were noticeable for P- and S-waves, especially for longer 60s integration times.

- The use of the RMS error as used by other authors does not give an accurate picture of the accuracy of measurements taken during or in the aftermath of an earthquake as it assumes white noise. The use of the Allan deviation should provide a better estimation of the measurement quality for a given reading, as this measures reading consistency and is recommended that the method is used for future assessments of instrument performance.

- In normal survey conditions prior to and after the earthquake, no significant differences were found between 30s and 60s integration times. In periods where the earthquake waves were present, the use of the longer 60s integration times was found to give more consistent results which were comparable or better than the period prior to the earthquake for P- and S-waves and only marginally worse for Love waves (10% increase in measurement spread). During the Rayleigh waves, although 60s cycles gave slightly better results, the errors were still too large for the readings to be useful being in excess of 10 μGals.

- The main challenge of dealing with a teleseismic event is the difficulty in recognising early waves prior to the arrivals of Rayleigh waves in either the time-domain signal or in the measurement standard deviation (and RMS error). It is recommended that an FFT is added to the measurement software to diagnose these noise effects early enough to take corrective action. The best approach to dealing with an earthquake during a survey, if it can be detected early enough, is to increase the measurement cycle times to at least 60s, and return to the base station to obtain a drift reading before the Rayleigh waves render useful readings impossible. Surveying should only resume once the Rayleigh waves have decayed.

- For very large earthquakes, such as earthquake 2 in this study, results from the day following the event showed a larger spread reflected by a 39% higher standard deviation compared to the day before the earthquake. Applying a 95% confidence threshold indicated that the errors would be up to 2.47 μGals higher the day after the earthquake itself which may compromise very high accuracy surveys and should either be accounted for with more repeat measurements or accounted for when interpreting the results. Subsequent days showed no large differences in performance in comparison to the period before the earthquake. Further investigation is required to determine the relationship between the magnitude, depth and distance of the triggering earthquake and the noise response of the gravimeter.

- In addition to the effects on individual measurement cycles, the study showed an increase in long period drifts over a survey day which both increased the spread of the data and caused shifts in the mean value of the data. A system of linear fits between base station readings was found to be superior to polynomial fitting both with and without earthquake noise on the data. However, whilst gaps of up to two hours could safely be used in normal conditions, gaps of this length created substantial errors in the period after the earthquake. It is recommended that the maximum gap between base
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Table 8

<table>
<thead>
<tr>
<th>Measurement cycle time (s)</th>
<th>Allan deviation errors</th>
<th>Gravimeter before the earthquake (μGal)</th>
<th>Gravimeter during the earthquake (μGal)</th>
<th>Gradiometer before the earthquake (Eotvos)</th>
<th>Gradiometer during the earthquake (Eotvos)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4.03</td>
<td>29.2</td>
<td>19.33</td>
<td>19.92</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2.68</td>
<td>18.22</td>
<td>12.56</td>
<td>11.17</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.82</td>
<td>8.30</td>
<td>8.52</td>
<td>8.91</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>1.09</td>
<td>4.69</td>
<td>4.93</td>
<td>6.04</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.70</td>
<td>3.60</td>
<td>3.21</td>
<td>4.57</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>0.59</td>
<td>2.93</td>
<td>2.28</td>
<td>3.92</td>
<td></td>
</tr>
</tbody>
</table>
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response of the noise. The main findings from the work presented in the paper were:

- The main noise effects are caused by additional low frequency accelerations from the different wave types associated with the earthquake (peaking below 0.1 Hz), caused by the arrival of different body and surface waves which was visible in the data both during the earthquake and for several hours afterwards. Of these, Rayleigh waves had the largest effect with significant effects also being noticed for Love waves. Much smaller effects were noticeable for P- and S-waves, especially for longer 60s integration times.

- The use of the RMS error as used by other authors does not give an accurate picture of the accuracy of measurements taken during or in the aftermath of an earthquake as it assumes white noise. The use of the Allan deviation should provide a better estimation of the measurement quality for a given reading, as this measures reading consistency and is recommended that the method is used for future assessments of instrument performance.

- In normal survey conditions prior to and after the earthquake, no significant differences were found between 30s and 60s integration times. In periods where the earthquake waves were present, the use of the longer 60s integration times was found to give more consistent results which were comparable or better than the period prior to the earthquake for P- and S-waves and only marginally worse for Love waves (10% increase in measurement spread). During the Rayleigh waves, although 60s cycles gave slightly better results, the errors were still too large for the readings to be useful being in excess of 10 μGals.

- The main challenge of dealing with a teleseismic event is the difficulty in recognising early waves prior to the arrivals of Rayleigh waves in either the time-domain signal or in the measurement standard deviation (and RMS error). It is recommended that an FFT is added to the measurement software to diagnose these noise effects early enough to take corrective action. The best approach to dealing with an earthquake during a survey, if it can be detected early enough, is to increase the measurement cycle times to at least 60s, and return to the base station to obtain a drift reading before the Rayleigh waves render useful readings impossible. Surveying should only resume once the Rayleigh waves have decayed.

- For very large earthquakes, such as earthquake 2 in this study, results from the day following the event showed a larger spread reflected by a 39% higher standard deviation compared to the day before the earthquake. Applying a 95% confidence threshold indicated that the errors would be up to 2.47 μGals higher the day after the earthquake itself which may compromise very high accuracy surveys and should either be accounted for with more repeat measurements or accounted for when interpreting the results. Subsequent days showed no large differences in performance in comparison to the period before the earthquake. Further investigation is required to determine the relationship between the magnitude, depth and distance of the triggering earthquake and the noise response of the gravimeter.

- In addition to the effects on individual measurement cycles, the study showed an increase in long period drifts over a survey day which both increased the spread of the data and caused shifts in the mean value of the data. A system of linear fits between base station readings was found to be superior to polynomial fitting both with and without earthquake noise on the data. However, whilst gaps of up to two hours could safely be used in normal conditions, gaps of this length created substantial errors in the period after the earthquake. It is recommended that the maximum gap between base
stations is 1 h which limits the increase in the spread of data, expressed as the standard deviation to below 1 μGal.

- The use of gradiometer configurations drastically reduced the effects of the increased seismic noise on instrument performance, with instrument performance during a major earthquake being similar to the period before the earthquake for typical integration times. Significant degradation of performance was only noticeable for very long integration times and as a consequence of differences in the mechanical properties of the sensor springs between different instruments. This finding bodes well for the next generation of gravity gradient sensors based on quantum technology gravity gradient sensors.
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