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A B S T R A C T

Listeners are often challenged by adverse listening conditions during language comprehension induced by
external factors, such as noise, but also internal factors, such as being a non-native listener. Visible cues, such as
semantic information conveyed by iconic gestures, can enhance language comprehension in such situations. Using
magnetoencephalography (MEG) we investigated whether spatiotemporal oscillatory dynamics can predict a
listener's benefit of iconic gestures during language comprehension in both internally (non-native versus native
listeners) and externally (clear/degraded speech) induced adverse listening conditions. Proficient non-native
speakers of Dutch were presented with videos in which an actress uttered a degraded or clear verb, accompa-
nied by a gesture or not, and completed a cued-recall task after every video. The behavioral and oscillatory results
obtained from non-native listeners were compared to an MEG study where we presented the same stimuli to
native listeners (Drijvers et al., 2018a). Non-native listeners demonstrated a similar gestural enhancement effect
as native listeners, but overall scored significantly slower on the cued-recall task. In both native and non-native
listeners, an alpha/beta power suppression revealed engagement of the extended language network, motor and
visual regions during gestural enhancement of degraded speech comprehension, suggesting similar core processes
that support unification and lexical access processes. An individual's alpha/beta power modulation predicted the
gestural benefit a listener experienced during degraded speech comprehension. Importantly, however, non-native
listeners showed less engagement of the mouth area of the primary somatosensory cortex, left insula (beta), LIFG
and ATL (alpha) than native listeners, which suggests that non-native listeners might be hindered in processing
the degraded phonological cues and coupling them to the semantic information conveyed by the gesture. Native
and non-native listeners thus demonstrated similar yet distinct spatiotemporal oscillatory dynamics when
recruiting visual cues to disambiguate degraded speech.
1. Introduction

Adverse listening conditions during language comprehension can be
caused by external factors, such as noise (Peelle, 2018), but also internal
factors, such as when understanding language as a non-native listener
(Lecumberri et al., 2010). Especially under such adverse listening con-
ditions, listeners can improve comprehension by integrating information
from the auditory modality, such as speech, and visual modalities, such
as visible speech and co-speech gestures. Brain oscillations are thought to
have a mechanistic role in enabling the integration of information from
these different auditory and visual modalities (Kayser and Logothetis,
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2009; Schroeder et al., 2008; Senkowski et al., 2011; Varela et al., 2001).
The engagement of brain areas that are relevant for this integration
process is often thought to relate to a suppression of low-frequency
oscillatory power in the alpha (8–12Hz) and beta (13–30 Hz) band
(Jensen and Mazaheri, 2010; Klimesch et al., 2007; Payne and Sekuler,
2014). Oscillatory power modulations have shown to be predictive of the
degree of non-semantic (e.g., beeps and flashes (Hipp et al., 2011)), and
semantic audiovisual integration of an ambiguous stimulus (e.g., speech
degradation, (Drijvers et al., 2018a; 2018b)). Here, we investigate how
brain oscillations support semantic audiovisual integration when lis-
teners face adverse listening conditions induced by both internal factors
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(i.e., non-nativeness) and external factors (i.e., speech degradation).
When listeners face adverse listening conditions induced by an

external factor, such as speech degradation, studies on unimodal auditory
degraded speech comprehension have demonstrated less suppressed
alpha power when speech was degraded, possibly reflecting an increased
auditory cognitive load when language processing is inhibited (Obleser
and Weisz, 2012; Weisz et al., 2011; Wostmann et al., 2015). In multi-
modal adverse listening conditions, however, semantic information
conveyed by iconic gestures has been shown to enhance language
comprehension (Drijvers and Ozyürek, 2017; Holle et al., 2010). These
iconic gestures (e.g., a ‘mixing’ gesture when describing a recipe) can
convey semantic information that illustrates objects, actions or spatial
relationships (McNeill, 1992) and are thought to be automatically inte-
grated with speech (Kelly et al., 2010) on both a neural and behavioral
level (see for an overview, €Ozyürek, 2014). Imaging studies relying on
fMRI that investigated the spatial correlates of this process suggested that
the semantic integration of speech involves left-inferior frontal gyrus
(LIFG), posterior middle temporal gyrus (pMTG), superior temporal
sulcus (STS), visual and motor regions (Dick et al., 2014; Green et al.,
2009; Straube et al., 2012; Willems et al., 2009, 2007; Zhao et al., 2018).
EEG studies on the temporal correlates of speech-gesture integration
reported low-frequency oscillatory modulations to gestures that had both
a semantic and non-semantic relation to speech (Biau et al., 2015; Biau
and Soto-Faraco, 2015; He et al., 2018, 2015, 2011). In line with studies
on non-semantic audiovisual integration (Hipp et al., 2011) and studies
on the neural correlates of speech-gesture integration, we demonstrated
in a previous MEG study that oscillatory power modulations in LIFG,
left-temporal, motor and visual regions can predict how much a listener
can benefit from gestures during degraded speech comprehension
(Drijvers et al., 2018a). However, it is unknown whether similar oscil-
latory modulations can predict how much a listener can benefit from the
semantic information conveyed by gestures when internal factors cause
an adverse listening condition during language comprehension, such as
when understanding language as a non-native listener.

When an internal factor, such as non-nativeness, impacts language
comprehension, previous research demonstrated that semantic infor-
mation conveyed by gestures can enhance language comprehension
(Dahl and Ludvigsen, 2014; Sueyoshi and Hardison, 2005). However, in a
recent EEG study that investigated how the N400 component was
modulated by the semantic congruency of gestures in clear and degraded
speech, an N400 effect for non-native listeners was observed only when
speech was clear but not when speech was degraded. Thus, although
non-native listeners seem to benefit from gestural enhancement during
degraded speech comprehension, speech-gesture integration seems to be
hindered for non-native listeners when speech is degraded (Drijvers and
€Ozyürek, 2018). A potential explanation for these findings is that
non-native listeners need more phonological cues to benefit from the
semantic information that is conveyed by the gesture (Drijvers and
€Ozyürek, 2019). This is in line with previous behavioral work that
demonstrated that non-native listeners can only utilize auditory
semantic-contextual cues for comprehension when the auditory signal is
of sufficient quality to allow access to semantic cues (Bradlow and
Alexander, 2007; Golestani et al., 2009; Hazan et al., 2006; Mayo et al.,
1997; Oliver et al., 2012; Zhang et al., 2016). However, it is unknown
which brain areas engage in this process over time, and how this differs
from native listeners, who are not challenged by internally induced
adverse listening conditions when understanding language.

The current paper investigates whether spatiotemporal oscillatory
dynamics can predict how much a listener can benefit from semantic
information conveyed by gestures in internally induced (i.e., non-
nativeness) and externally induced adverse listening conditions (i.e.,
speech degradation). Using the same paradigm as in Drijvers et al.
(2018a) where only external factors induced an adverse listening con-
dition, we presented participants with videos of an actress who uttered
an action verb in clear or degraded speech, while making a gesture or not.
After watching the videos, the participants had to indicate which verb
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they heard in a cued-recall task. An internally induced adverse listening
condition was created by testing highly proficient non-native speakers of
Dutch with sufficient vocabulary knowledge of Dutch, as low-proficient
participants would not recognize all verbs, or be focused solely on the
gesture. An externally induced adverse listening condition was created by
manipulating speech quality by noise-vocoding. We used the already
acquired MEG data from native listeners (described in Drijvers et al.,
2018a) to compare to the oscillatory activity observed in non-native
listeners during semantic audiovisual integration.

On a behavioral level, we expected that non-native listeners would
show a similar gestural enhancement effect as native listeners on the
cued-recall task. However, we predicted that non-native listeners would
overall be less accurate and slower than native listeners when answering
what verb they heard in the videos. This would, in line with previous
literature (Drijvers and Ozyürek, 2017; Drijvers and €Ozyürek, 2019),
indicate that although non-native listeners benefit from gestures during
degraded speech comprehension, theymight be hindered in resolving the
degraded auditory cues and coupling those cues to the semantic infor-
mation that is conveyed by the gesture.

On a neural level, our central hypothesis was that a suppression of
alpha (8–12Hz) and beta power (15–20 Hz) would reflect engagement of
brain regions that are relevant for comprehension during gestural
enhancement of degraded speech comprehension. Based on what was
observed in previous work on native listeners (Drijvers et al., 2018a), we
predicted that for non-native listeners, gestural enhancement would rely
on the engagement of the extended language network (LIFG, and
left-temporal regions), motor and visual regions to perform this semantic
audiovisual integration. This would be similar as what was observed for
native listeners. More specifically, this would mean that as for native
listeners, we expected that for non-native listeners a larger alpha power
suppression in the extended language network would reflect stronger
engagement of these regions when unification load is higher (Wang et al.,
2012; Drijvers et al., 2018a, 2018b). We expected larger alpha power
suppression over visual regions, reflecting a larger allocation of visual
attention to gestures when speech is degraded. A larger beta power
suppression over motor regions would reflect a larger engagement of
these regions during gestural observation when speech is degraded
(Caetano et al., 2007; Kilner et al., 2009; Koelewijn et al., 2008). Lastly,
we expected that the observed oscillatory power modulations in
non-native listeners would correlate with the benefit a non-native
listener would experience during degraded speech comprehension,
similar as to what was observed for native listeners (Drijvers et al.,
2018a).

However, previous work suggested that non-native listeners might
only be able to utilize semantic cues when the auditory signal is of suf-
ficient quality to allow access to these semantic cues (Bradlow and
Alexander, 2007; Golestani et al., 2009; Hazan et al., 2006; Mayo et al.,
1997; Oliver et al., 2012; Zhang et al., 2016). Therefore, we conducted
some exploratory analyses to investigate possible differences between
the two groups. On the basis of our previous results (for native listeners in
Drijvers et al., 2018a), we expected less engagement of the LIFG for
non-native listeners compared to native listeners. This would reflect that
when speech is degraded, it is more difficult for non-native listeners to
unify the degraded auditory cues with the semantic information that is
conveyed by the gesture.

2. Methods

2.1. Participants

The non-native listener group was formed by thirty-two right-handed
German advanced learners of Dutch (mean age¼ 23.09, 15 males) who
reported normal hearing, normal or corrected-to-normal vision, no lan-
guage, motor or neurological impairments. All participants were students
at Radboud University who were paid to participate in the study, and
were recruited on the basis of the following criteria: They had lived or
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studied in the Netherlands for at least 1 year, had to use Dutch regularly
(minimally once per week) for their studies and/or their personal lives,
and acquired Dutch after age 12. We excluded two participants due to
unreported metal (1) in their bodies and left-handedness (1). The data of
the non-native listener group was compared to the data of the native
listener group (n¼ 30) reported in Drijvers et al. (2018a). All participants
gave written consent before participation.
2.2. LexTALE assessment

As we aimed to recruit highly-proficient non-native German speakers
of Dutch to introduce internal ambiguity, we assessed the proficiency
level of our (potential) participants with the Dutch version of the Lexical
Test for Advanced Learners of English (LexTALE), a vocabulary test using
non-speeded visual lexical decision (Lemh€ofer and Broersma, 2012). In
this test, participants are presented with 60 words (40 Dutch words, 20
nonwords) of which they have to decide whether is a real word in Dutch
or not. Nonwords are constructed of strings created by either changing a
few letters in a real Dutch word, or by recombining existing Dutch
morphemes. As we were aiming for an intermediate-high proficiency
level of our participants, we only included participants who scored at a
B2 level or higher (above 67.5%). After the experiment, we used an
adapted version of the LexTALE test consisting of 40 verbs that were used
Fig. 1. A: Illustration of the different conditions and stimuli, based on Drijvers et al.
and watched and listened to the video. After a delay period, they had to indicate ou
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in the experiment, and 20 non-words that were constructed on the basis
of the stimuli used in the experiment to ensure that the German partic-
ipants were familiar with the verbs that were used in the MEG experi-
ment (similar to Drijvers and €Ozyürek, 2018).
2.3. Stimulus materials

We used the same stimuli as in Drijvers et al. (2018a). These stimuli
consisted of 160 2-s video clips of a woman uttering Dutch verbs in either
clear or degraded speech, while producing a gesture or not. All verbs that
were used were highly frequent Dutch action verbs (see for pre-tests and
earlier behavioral experiment, Drijvers and Ozyürek, 2017, and for
German participants, Drijvers and €Ozyürek, 2018). All verbs were unique
and no verbs were repeated. The actress in the videos was visible from
the knees up, and was wearing neutral-colored clothing and stood at a
neutrally colored background (see Fig. 1A).

In short, all videos had an average length of 2000ms. The preparation
of the gesture (i.e., the first frame in which the actress moved her hand),
was at 120ms. The stroke of the gesture commenced at approximately
550ms, followed by speech onset at approximately 680ms, gesture
retraction at 1380ms and gesture offset at 1780ms. Note that the stroke
of the gesture started on average 130ms before speech onset, maximizing
the overlap between speech and gesture for mutual enhancement and
(2018a). B: Structure of a trial: Participants were presented with a fixation cross
t of 4 options which verb they heard in the video.
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comprehension (Habets et al., 2011).
The sound in the videos was intensity-scaled to 70 dB, de-noised with

Praat (Boersma and Weenink, 2015) and recombined with their corre-
sponding video files in Adobe Premiere Pro. All the ‘cleaned’ audio files
were noise-vocoded by using 6 noise-vocoding bands (see for pretests;
Drijvers and €Ozyürek (2017) and Drijvers and €Ozyürek (2019)). We used
6 noise-vocoding bands because pretests had shown that 6-band
noise-vocoding allowed for the most gestural enhancement in both
non-native and native speakers. Noise-vocoding obtained by band-pass
filtering each speech file between 50 and 8000Hz, and dividing the
signal by 6 logarithmically spaced bands between 50 and 8000Hz. This
resulted in cut-off frequencies at 50 Hz, 116.5 Hz, 271.4 Hz, 632.5 Hz,
1473.6 Hz, 3433.5 Hz and 8000Hz. We used half-wave rectification to
extract the amplitude envelope and multiplied the amplitude envelope
with the noise-bands, before recombining the bands to create the
degraded speech signal (Shannon et al., 1995). The speech sounds from
the presented videos were presented to the participant through plastic
MEG compatible air tubes.

We presented the stimuli in four conditions to probe gestural
enhancement of degraded speech comprehension (similar as in Drijvers
et al., 2018a): a clear speech condition with no gesture (CO, clear speech
only), a degraded speech condition with no gesture (DO, degraded
speech only), a clear speech condition with a matching gesture (CM, clear
speech þ matching gesture) and a degraded speech condition with a
matching gesture (DM, degraded speech þ matching gesture). All four
conditions contained 40 videos, and none of the verbs overlapped in any
condition.

2.4. Procedure

All participants were required to take an online LexTALE test to see
whether they met the participation criteria. If a participant scored above
60%, the participant was invited for the MEG experiment. For the MEG
experiment, participants were asked to attentively listen to and watch the
videos. All participants were instructed that they would encounter a
cued-verb recall task after each video where they would be asked to
indicate which verb they heard in the videos by means of a right-hand
button-press on a 4-button box. We included the cued-verb recall task
to ensure that participants were paying attention to the videos, and to
calculate whether these behavioral responses could be predicted by their
oscillatory modulations (as was found for native listeners in Drijvers
et al., 2018a).

Every trial started with a fixation cross (1000ms), which was fol-
lowed by the experimental video (2000ms). After a short interval
(1000–1500ms, jittered), the subject had to indicate which verb they
heard. Following the response, there was a 1000ms pause upon which
the next trial would start. The order of the stimuli was pseudo-
randomized per subject, with the constraint that the same condition
could not occur more than twice in a row along with the constraint that
each video would only be presented once. The videos were divided into
four mixed blocks of 40 trials each. No verbs were repeated. After each
block, the participants could take a self-paced break. If any significant
head-movement occurred (>5mm), the experiment was paused and the
subject was brought back to the original starting position.

2.5. MEG data acquisition

We followed all procedures described in Drijvers et al. (2018a). We
recorded MEG with a 275-channel axial gradiometer CTF MEG system.
All data were filtered online with a 300Hz low pass filter, digitized at
1.2 kHz and stored for offline data analyses. The head position of the
participants with respect to the gradiometers was measured by using
three tracking coils (placed at the left and right ear canal and at the
nasion to monitor head position in real-time (Stolk et al., 2013). Four
channels of the CTF system were malfunctioning throughout all re-
cordings (MLC11, MLC32, MLF62, MRF66). We recorded all participants'
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eye gaze by using an Eyelink 1000 eyetracker, to monitor eye-blinks
during the task. Participants' electrocardiogram (ECG) and horizontal
and vertical electrooculogram (EOG) were recorded for artifact rejection
purposes. A neck brace was applied to reduce head-movements in the
MEG (Lozano-Soldevilla et al., 2014). In the MEG, the subject was posi-
tioned in a seated position at 70 cm distance to the screen, similar as in
Drijvers et al. (2018a). All stimuli were back-projected onto a
semi-translucent screen by using a PROPixx projector with a resolution of
1920x1080 and a refresh rate of 120Hz. All stimuli were presented at full
screen through Presentation software (Neurobehavioral Systems, Inc.).
2.6. MEG data analyses: preprocessing and time-frequency representations
of power

We analyzed all MEG data in FieldTrip, an open-source MATLAB
toolbox (Oostenveld et al., 2011), and followed the exact same procedure
as in Drijvers et al. (2018a). The data were segmented into trials starting
1s before and ending 3 s after the onset of the video. The data were
demeaned, detrended and band-stop filtered at 50, 100 and 150Hz to
remove any line noise that could contaminate the data. We then visually
inspected the data for overt muscle artifacts, movement artifacts, SQUID
jump artifact and other irregular artifacts. All trials with overt artifacts
were rejected. We used a semi-automatic rejection routine and removed
4 trials per condition on average which were contaminated by SQUID
jump artifacts and muscle artifacts. We then applied independent
component analyses to attenuate the signals generated from eye-blinks,
eye-movements and cardiac-related activity (Bell and Sejnowski,
1995). As a final step, we went through all single trials again to remove
any artifacts that were not removed by ICA or our semi-automatic
rejection procedure. We then resampled the data to 300Hz to speed up
the subsequent analyses. For a more intuitive interpretation of the data,
we calculated a synthetic planar gradient, as planar gradient maxima are
known to be located above the neural sources that may underlie them
(Bastiaansen and Kn€osche, 2000). An approximation of the planar
gradient was computed by converting the axial gradiometer data to
orthogonal planar gradiometer pairs, and summing the power of the
pairs.
2.7. Time-frequency analyses of power

The time-frequency analyses of power were the same as described in
Drijvers et al. (2018a). Over a frequency range of 2–30 Hz, we applied a
500-ms Hanning window in frequency steps of 1 Hz and time steps of
50 ms. As we were interested in the gestural enhancement, we compared
the difference in power in the Degraded speechþMatching Gesture (DM)
and Degraded Speech (DO) conditions to the difference in the Clear
Speech þ Matching Gesture (CM) and Clear Speech (CO) condition. The
power in these conditions was averaged separately for each participant
and log10 transformed. We compared the within-group differences be-
tween the conditions (DO vs CO, DM vs. CM, DM vs. DO, CM vs. CO), by
subtracting the log10 transformed power (i.e., the log ratio, log10(A) -
log10(B)). Similarly, to calculate the gestural enhancement effect, we
calculated the difference between DM/DO and CM/CO as (log10(DM) -
log10(DO)) - (log10(CM) - log10(CO)). As a time-window of interest, we
used the whole window in which speech and gesture were unfolding
(0.7–2.0s) for both the within-group and between-group comparisons. To
compare the effects of the non-native listeners to the native listeners, we
compared this time-window of interest between groups in both the alpha
(8–12Hz) and beta (14–22 Hz) band. Note that in Drijvers et al. (2018a),
effects in the gamma band were described. In the non-native group we
did not observe any differences in any comparison, nor did we observe
reliable differences between the native and non-native group. For com-
parisons of the single contrasts and interaction effects in the gamma
band, please see Supplementary Materials (S1).
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2.8. Source analyses

We estimated the sources of observed effects on sensor-level by using
dynamic imaging of coherent sources (DICS (Gross et al., 2001),), a
beamforming spatial filtering technique. Note that our source analysis
served to localize the observed effects on sensor-level, but not to form an
additional statistical assessment. Axial gradiometer data were used to
perform these analyses. First, a spatial filter was calculated from the
cross-spectral density matrix, as well as a lead field matrix. We con-
structed individual lead fields from our participants by using a realisti-
cally shaped single-shell head model based on the participants' own
anatomical data from a segmented structural MRI, by dividing the brain
volume in a 120mm spaced grid and warping it to a template brain
(MNI).

All within-group source analyses used the time windows in which
conditions were found to statistically differ in the sensor analyses. For the
alpha band, we thus calculated the CSD at 10 Hz, with 2 Hz frequency
smoothing. For the beta band, this effect was centered at 18 Hz, with 4 Hz
frequency smoothing. Note that these settings, except for the time win-
dows, are similar to the analyses described in Drijvers et al. (2018a). As
the time-windows slightly differed for the non-native and native lis-
teners, we performed a between-group comparison over the whole time
window of interest, in both the alpha and beta frequency band to test for
between-group differences. We used a common spatial filter over all
conditions to project the data through. This common filter was then
separately applied to each condition to calculate the power at each
gridpoint. This was averaged over trials and log10 transformed. For
visualization purposes, we interpolated the grand-average grid of all
participants onto the template MNI brain.

2.9. Cluster-based permutation statistics

Non-parametric cluster-based permutation tests were performed
across subjects to statistically assess oscillatory power differences be-
tween the different conditions and between the non-native and native
listener group (Maris and Oostenveld, 2007). The source-level statistics
were computed to create thresholded masks to localize any effects that
were observed on the sensor-level. We computed the mean difference
between two conditions for each x/y/z sample (source) or sample for
sensor TFR analysis (sensor), in the frequency ranges of interest (alpha;
8–12 Hz, beta; 14–22 Hz, as determined by a grand-average TFR of all
conditions combined) and time window of interest (0.7–2.0 s, from
speech onset to video offset). After collecting the difference values of the
comparisons, all adjacent values exceeding the threshold of 5% percent
were grouped into clusters. This resulted in a distribution of different
cluster candidates. The cluster candidates were randomly reassigned
5000 times across all conditions and participants. The cluster with the
highest sum of difference values was added to a distribution, resulting in
a permutation distribution. The observed cluster values were then
compared to this newly created permutation distribution. The clusters
that were in the highest or lowest 2.5% were considered significant.

2.10. The relation between alpha and beta oscillations and behavioral
cued-recall scores

In Drijvers et al. (2018a) we observed a clear correlation between
oscillatory power modulations and the amount of gestural enhancement
participants experienced during external ambiguity. As non-native lis-
teners might choose different strategies to process the degraded speech
signal or use the gestural information to enhance comprehension, we
again correlated an individual's oscillatory power with the behavioral
scores that we obtained from the cued-recall task. We calculated this by
averaging the power modulation over time points, frequencies and sen-
sors in significant clusters of the interaction effects, which resulted in an
individual's power modulation score per frequency band. For the
behavioral scores, we calculated an interaction score for the reaction
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times and amount of correct answers, which was similar to how we
calculated the gestural enhancement in oscillatory power. We computed
difference scores between the conditions (e.g., DM-DO, CM-CO) and
compared these differences to each other, resulting in the amount of
behavioral gestural enhancement per participant. Subsequently, we ob-
tained Spearman correlation between these scores an individual's power
modulation per frequency band. As our hypotheses were specific on the
direction of the power modulation per frequency bands, we used
one-tailed tests.

3. Results

Highly-proficient non-native listeners of Dutch watched videos in
which an actress would utter an action verb in clear or degraded speech,
while making a gesture or not. After every video participants completed a
cued-recall task in which they identified what verb they heard in the
video. We recorded MEG during the whole experiment, but were inter-
ested in oscillatory modulations of power in the alpha and beta frequency
band while participants watched the videos, and how the oscillatory
dynamics during this time interval related to their behavioral benefit on
the cued-recall task.

Our analysis was twofold. First, similar to Drijvers et al. (2018a), we
were interested in the behavioral responses as well as oscillatory mod-
ulations during gestural enhancement of degraded speech comprehen-
sion in non-native listeners (within group). For both the behavioral and
neural results, gestural enhancement was calculated as the interaction
between the occurrence of a gesture (present/not present) and speech
degradation (clear/degraded). Second, we compared the observed
behavioral results and oscillatory modulations in non-native listeners to
those observed in native listeners, as reported in Drijvers et al. (2018a)
(between-group).
3.1. Behavioral results

3.1.1. Non-native listeners (within-group)

3.1.1.1. Gestural enhancement of speech comprehension is largest when
speech is degraded. Non-native listeners experienced the most gestural
enhancement when speech was degraded, mirroring earlier work on
gestural enhancement in native speakers (Drijvers et al., 2018a), and
behavioral work on gestural enhancement of degraded speech compre-
hension in non-native speakers (Drijvers and €Ozyürek, 2019). A
repeated-measures ANOVAwith the factors Noise-vocoding (clear speech
vs. degraded speech) and Gesture (present vs. not present) on the per-
centage of correct answers revealed that participants were more able to
correctly identify the verb in clear than in degraded speech (F(1,
29)¼ 246,896, p< .0001, η2¼ 0.895), and when a gesture was present
compared to not present (F(1,29)¼ 13,88, p¼ .001, η2¼ 0.324). A sig-
nificant interaction between Noise-vocoding and Gesture (F(1,
29)¼ 14.238, p¼ .001, η2¼ 0.329), indicated that gestural enhance-
ment was largest when speech was degraded. A similar pattern was
observed in the reaction times, where listeners were faster when speech
was clear than degraded (F(1,29)¼ 121.38, p< .001, η2¼ 0.807) and a
gesture was present compared to not present (F(1,29)¼ 41.629, p< .001,
η2¼ 0.589). Gestural enhancement was largest when gestures were
present and speech was degraded (F(1.29)¼ 15.113, p¼ .001,
η2¼ 0.343), which caused reduced reaction times that was more evident
in degraded than in clear speech (see Fig. 2).

3.1.2. Non-native listeners vs. native listeners (between-group)
We compared the results of the two groups in a 2 (group; non-native/

native) x 2 (gesture; present/not present) x 2 (noise-vocoding; clear/
degraded speech) repeated-measures ANOVA for both the correct an-
swers and the reaction times. The analysis of the correct answers revealed
no significant differences on any of the interaction terms that contained



Fig. 2. A/B: Percentage of correct answers per condition for non-native (A) and native listeners (B). Error bars represent SE. Red dots represent an individual par-
ticipant's data. C/D: Reaction times (in milliseconds) per condition for non-native (C) and native listeners (D). Error bars represent SE. Red dots represent an individual
participant's data. Gestural enhancement of degraded speech was similar for non-native and native listeners, but non-native listeners were significantly slower.
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the between-group factor, indicating that non-native listeners and native
listeners had a similar number of correct answers on clear and degraded
speech trials (F(1,57)¼ 3.778, p¼ .057) and trials containing a gesture
or no gesture (F(1,57)¼ 0.447, p¼ .507). Gestural enhancement of
degraded speech comprehension was not larger for native listeners
compared to non-native listeners (F(1,57)¼ 3.778, p¼ .306).

The results of the reaction times revealed different results: native
listeners were quicker to answer than non-native listeners on clear and
degraded speech trials (F(1,57)¼ 15.091, p ¼< .001), as well as quicker
to answer on gesture and no-gesture trials (F(1,57)¼ 8.78, p ¼< .001).
Again, there was no three-way interaction of Gesture, Noise-vocoding
and Group (F(1,57)¼ 0.354, p¼ .554), indicating that although native
and non-native listeners show similar behavioral effects, non-native lis-
teners overall answer more slowly than native listeners. In conclusion,
our behavioral results thus revealed that although gestural enhancement
of degraded speech comprehension was similar for native and non-native
listeners, non-native listeners answered more slowly and were trending
towards more incorrect answers.

3.2. MEG results

3.2.1. Non-native listeners (within-group)

3.2.1.1. Alpha power is suppressed in pSTS/MTG, motor and visual regions
during gestural enhancement of degraded speech comprehension in non-native
listeners. Next we asked how oscillatory activity in the alpha band was
modulated during gestural enhancement of degraded speech compre-
hension in non-native listeners. We first conducted a sensor-level analysis
over the full time-window of interest (0.7–2.0, from speech onset until
the end of the video) to test for an interaction effect between noise-
vocoding and gesture occurrence. This ‘gestural enhancement effect’
was calculated by comparing the differences between the DMDO and
CMCO contrasts (i.e., (log10(DM) - log10(D)) - (log10(CM) - log10(C))).
Time-frequency representation (TFRs) of power of individual trials were
calculated and averaged per condition. Fig. 3A and B represent the TFRs
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of power during gestural enhancement of degraded speech comprehen-
sion at representative sensors within the non-native listener group. We
then visualized the effect in time and space by plotting the topographical
distribution of the interaction in the alpha band over time (see Fig. 4A).
Sensor-level analyses revealed that alpha power was more suppressed
when speech was degraded and a gesture was present (one negative
cluster, p¼ .006). This difference between DMDO and CMCO showed a
central-parietal onset (0.7–1.0) that progressed over left-temporal and
occipital (1.0–1.4) areas to right-temporal areas (1.4–2.0). For compar-
isons of the single contrasts, please see Supplementary Materials (S2).

To localize the observed effect from the sensor analysis, we conducted
source analyses to determine the underlying sources of the negative
cluster. We applied a cluster-randomization approach to the source data
and used the outcome of this analysis as a threshold for when to consider
the source estimates reliable (the statistical assessment of the effect was
thus formed by our sensor analyses, not the source analyses). As can be
observed by the topographical alpha power distribution plots in Fig. 4,
the effect observed in the sensor analysis commences at left-central and
parietal regions and progresses over left-temporal and occipital regions
to right-temporal regions. We therefore assessed the sources of this
cluster in three time windows instead of one to reliably capture the
sources of the effect (note that the time-dimension of the data is no longer
available using DICS, which would mean that when we would try to
visualize the sources over the whole time window, this would result in a
source in the middle of the observed loci on sensor level). In the first
time-window, from 0.7 to 1.0 s, we observed a larger alpha power sup-
pression when gestures enhanced degraded speech comprehension over
STS/MTG, pre/postcentral regions and angular gyrus (p¼ .04, one
negative cluster, see Fig. 3C). In the time window from 1.0 to 1.4 s, we
observed a larger alpha power suppression over left-temporal (pSTS/
STG/MTG) and left- and right-occipital regions (p¼ .02, one negative
cluster, see Fig. 3D), and in a final time window from 1.4 to 2.0 s we
observed a larger alpha power suppression in right-temporal (pSTS/STG/
MTG) regions and, the left temporoparietal junction and left- and right-
occipital regions (p¼ .004, one negative cluster, Fig. 3E).



Fig. 3. A: Time-frequency representation of power at representative left-temporal sensors, capturing both the alpha effect from the first time window (0.7–1.0s) and
the second time window (1.0–1.4 s). B: Time-frequency representation of power at a representative cluster formed by channels from right-temporo-occipital regions,
capturing the late alpha effect (1.4–2.0 s). C: Estimated source results of the first alpha cluster, masked by statistically significant clusters. D: Estimated source results of
the second alpha cluster, masked by statistically significant clusters. E: Estimated source results of the third alpha cluster, masked by statistically significant clusters. F:
Individual's alpha power modulation in the first time window as a function of individual's gestural enhancement in the cued-recall task. G: Individual's alpha power
modulation in the second time window as a function of individual's gestural enhancement in the cued-recall task. H: Individual's alpha power modulation in the third
time window as a function of an individual's gestural enhancement in the cued recall task.

Fig. 4. A: Topographical distribution of alpha power over the whole video interval for the gestural enhancement effect, binned per 200ms. Red bar on timeline
represents significant cluster in sensor-level analysis. B: Structure of the video. Orange waveform represents speech. C: Topographical distribution of beta power over
the whole video interval for the gestural enhancement effect, binned per 200ms. Red bar under timeline represents the significant cluster of the sensor analysis.
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3.2.1.2. Left-temporal individual alpha power modulations predict gestural
benefit during degraded speech comprehension in non-native listeners. We
correlated a participant's individual power modulations in the alpha
band with the benefit from gestures participants experienced during the
behavioral task. Here, we reasoned that the interaction effect of the ac-
curacy scores might not reliably capture the gestural enhancement a
participant experiences during the video. For example, a participant may
have not understood the verb while watching the video, but might have
only recognized the verb when they were presented with the different
answering options. This would result in a correct score, but a slower
reaction time than when the participant did already recognize the verb
while watching the video. As stated in our hypotheses, we however also
expected that gestural enhancement should speed up reaction times. If
indeed participants solely selected the right answer when they recog-
nized it in the cued answer options but did not understood it during video
presentation, this speeding up of reaction times as a result of gestural
enhancement would not occur. Therefore, we calculated an individual's
speeding or slowing caused by gestural enhancement by calculating the
difference in reaction times between DMDO and CMCO and correlating it
with an individual's power modulation. To investigate whether the
power modulations that were estimated over specific regions were pre-
dictive of gestural enhancement of degraded speech comprehension on
the behavioral task, we correlated an individual's behavioral scores with
power modulations in the three different time windows. These analyses
revealed that the more a listener's alpha power was suppressed in the
second time window, the more a listener benefitted from gestural
enhancement of degraded speech comprehension (1.0–1.4 s, Spearman's
rho¼ ,462, p¼ .005, one-tailed, see Fig. 3F). Note that this is the time
window where most of the meaningful part of the speech and most of the
meaningful part of the gesture have unfolded. This correlation was not
found in the early time window (0.7–1.0 s, Spearman's rho¼�.248 p <.
0.092 one-tailed, Fig. 3G), nor in the late time window (1.4–2.0 s,
Spearman's rho¼ 0.048, p¼ .80, Fig. 3H). Note that similar results were
obtained when correlating the individual's behavioral scores on accuracy
with the power modulations in the three different time windows. Here,
we observed a correlation between a listener's alpha power and the
gestural enhancement effect in accuracy in the second time window
(1.0–1.4 s, Spearman's rho¼�.353 p <. 0.032 one-tailed), but we
observed no correlation in the early alpha time window (0.7–1.0 s,
Spearman's rho¼�.103 p <. 0.301 one-tailed) or the late alpha time
window (1.4–2.0 s, Spearman's rho¼ .241 p <. 0.108 one-tailed, see
Figs. S1A–C for visualizations of these correlations). These results indi-
cate that the individual power modulations over left-temporal regions
and occipital regions predict the behavioral benefit of a gesture a non-
native listener experiences during degraded speech comprehension.

3.2.1.3. Beta power is more suppressed over LIFG and motor regions when
gestures enhance degraded speech comprehension. Next we followed a
similar procedure when we analyzed sensor-level differences in the beta
Fig. 5. A: Time-frequency representation of power at representative left-frontal/lef
tistically significant clusters. C: Individual's beta power modulation as a function of
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band (14–22Hz, range determined on grand-average TFR of all condi-
tions combined, see Fig. 5A). We studied the spatiotemporal course of the
effect by plotting the topographical distribution of the gestural
enhancement effect (Fig. 3B). We there observed a left-lateralized effect
in an early time window. Sensor-level analyses of the interaction effect
indeed confirmed that beta power was more suppressed when speech was
degraded and a gesture was present (one negative cluster, p¼ .04). This
effect occurred when the stroke of the gesture and speech were unfolding
(0.7–1.1 s). For comparisons of the single contrasts, please see Supple-
mentary Materials (S3).

We then used source-analysis to estimate the source of the gestural
enhancement effect. These analyses demonstrated that the larger beta
suppression could be localized to the LIFG, and left pre- and post-central
gyrus (one negative cluster, p¼ .03, Fig. 5B).

3.2.1.4. Non-native listener's individual beta power in motor cortex and
LIFG predicts gestural benefit during degraded speech comprehension. We
correlated a listener's individual beta power with the amount of
speeding/slowing a listener experienced during gestural enhancement of
degraded speech comprehension in the cued-recall task, and observed a
correlation between the amount of beta suppression in the motor cortex/
LIFG and the behavioral scores: the more a listener's beta power was
suppressed over motor regions and LIFG, the more a listener could
benefit from gestural enhancement of degraded speech comprehension
(Spearman's rho¼ 0.438, p¼ .008, one-tailed, Fig. 5C). A similar effect
was observed when correlating an individual's beta power with the
gestural enhancement effect in their accuracy scores (Spearman's
rho¼�0.494, p¼ .004, one-tailed, Fig. S1D).

3.2.2. Non-native listeners vs. native listeners (between-group)

3.2.2.1. Native listeners' alpha power is more suppressed in LIFG and ATL
than in non-native listeners. We then compared the results of the non-
native listeners to the results of the native listeners reported in Drijvers
et al. (2018a) to test for between-group differences in the gestural
enhancement effect. To this end, we first calculated sensor-level differ-
ences in the alpha band (8–12Hz) between native and non-native lis-
teners by comparing the gestural enhancement effect in the time window
of interest (0.7–2.0 s), using between-group cluster-based permutation
tests. Here we observed a larger alpha power suppression reflecting the
difference in the gestural enhancement effect over left-frontal regions for
native compared to non-native listeners over the entire time window
(0.7–2.0 s, one negative cluster, p¼ .02, Fig. 6A).

We then estimated the source of this difference in alpha power be-
tween the groups and observed a larger alpha power suppression for
native than non-native listeners in LIFG and ATL (one negative cluster,
p¼ .04, Fig. 6B).
t-motor sensors. B: Estimated source results of the beta cluster, masked by sta-
individual's gestural enhancement in the cued-recall task.



Fig. 6. A: Topographical plot of difference in alpha power between non-native and native listeners on sensor level. B: Estimated source results of the alpha cluster,
masked by statistically significant clusters. C: Topographical plot of difference in beta power between non-native and native listeners on sensor level. D: Estimated
source results of the beta cluster, masked by statistically significant clusters.
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3.2.2.2. Native listeners' beta power is more suppressed over primary so-
matosensory cortex than in non-native listeners. On sensor-level, we
observed a larger beta power suppression (14–22Hz) for native
compared to non-native listeners over the whole time window (0.7–2.0 s,
one negative cluster, p¼ .01, 6C). The source of this effect was estimated
over primary sensory cortex and left insula (one negative cluster, p¼ .02,
Fig. 6D).

4. Discussion

We set out to investigate the spatiotemporal oscillatory dynamics that
support gestural enhancement of degraded speech comprehension in
non-native listeners, and how these oscillatory modulations compare to
earlier results observed in native listeners (Drijvers et al., 2018a). Using
this manipulation, we investigated how much benefit from gesture a
listener has when resolving language in both externally induced (speech
degradation) and internally induced (non-nativeness) adverse listening
conditions.

On a behavioral level, we observed a similar gestural enhancement
effect for non-native listeners as for native listeners. Although the
gestural enhancement effect was similar for both groups, non-native
listeners were significantly slower in providing their answers to the
cued-recall task. This was partly in line with our hypothesis, as we also
expected to observe a significantly lower accuracy score for non-native
compared to native listeners.

On a neural level, our central hypothesis was that a suppression of
alpha and beta power would reflect engagement of task-relevant brain
regions during gestural enhancement of degraded speech comprehen-
sion, similar as in Drijvers et al. (2018a, b). This hypothesis was
confirmed. More specifically, we demonstrated that when gestures
enhanced degraded speech comprehension for non-native listeners, we
observed a larger alpha power suppression that commenced at
central-parietal regions, and which over time was observable in
left-temporal, occipital and right-temporal regions. We observed an early
beta power suppression in LIFG and motor regions during gestural
enhancement of degraded speech comprehension. We found distinct
correlations for two successive time windows in the beta (0.7–1.1) and
alpha band (1.0–1.4) (i.e., the time window in which the meaningful part
of the gesture and speech were unfolding), that revealed that an in-
dividual's power modulations could predict an individual's gestural
benefit when resolving language in adverse listening conditions.
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Importantly, when comparing the gestural enhancement effect of
non-native listeners to the gestural enhancement effect observed in
native listeners, native listeners demonstrated more alpha suppression in
LIFG and ATL, as well as a larger beta power suppression in primary
somatosensory cortex and left insula. Below we discuss the putative role
of these spatiotemporal effects during gestural enhancement of speech
comprehension in internally and externally induced adverse listening
conditions. We will first summarize the results for the non-native lis-
teners (within-group), followed by a comparison between the non-native
and native listener groups (between-group).
4.1. Non-native listeners (within-group)

4.1.1. Non-native listeners who more strongly engage motor regions and
LIFG benefit more from gestures during degraded speech comprehension

In line with our hypotheses, we observed a stronger engagement of
motor regions and LIFG during gestural enhancement of degraded speech
comprehension. This effect was observed in an early time window
(0.7–1.1 s). In line with our previous work on native listeners (Drijvers
et al., 2018a), this might suggest that the motor system is engaged to
simulate the observed gesture more strongly when speech is degraded
(Klepp et al., 2015; van Elk et al., 2010; Weiss and Mueller, 2012),
possibly to extract meaningful information to aid ongoing degraded
speech comprehension. In line with previous work, we also suggest that
the larger beta power suppression over LIFG reflects a larger engagement
of LIFG in this time window to unify the gestural information with the
degraded speech signal. Similar results have been observed when unifi-
cation load was higher due to semantic congruency (Wang et al., 2012; of
gestures, see Drijvers et al., 2018b) or speech degradation (Hervais-A-
delman et al., 2012; Obleser et al., 2007; Wild et al., 2012).

Importantly, a listener's individual oscillatory power modulation
correlated with a listener's individual behavioral benefit of gestural in-
formation during degraded speech comprehension: the more an indi-
vidual listener's beta power was suppressed in this time window, the
more gestural benefit a listener experienced in the cued-recall task. This
suggests that listeners might optimize their processing strategy by
immediately engaging motor regions and LIFG to extract semantic in-
formation from the gesture and continuously attempt to unify incoming
information with speech to aid retrieval of the speech input. We will
interpret this effect in more detail below, when we compare this to the
patterns we observed in native listeners in Drijvers et al. (2018a).
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4.1.2. A left-lateralized network of motor regions, AG, pSTS/MTG and STG
is engaged during gestural enhancement of degraded speech comprehension

In the same time window as the beta effect discussed in the previous
paragraph, we observed a stronger alpha power suppression (0.7–1.0 s)
in pSTS/STG/MTG, left motor regions and left angular gyrus. Activation
of the pSTS/MTG has been repeatedly found in studies on speech-gesture
integration, and is thought to reflect an initial matching of the audiovi-
sual stimuli (Dick et al., 2014, 2012; Holle et al., 2010; Willems et al.,
2009, 2007). In line with these studies, we propose that the stronger
alpha power suppression might reflect early engagement of the language
system to perform an initial integration of lower-level characteristics of
the audiovisual input.

Note that the abovementioned effects in the beta band (0.7–1.1 s)
occur in a similar time window as the current effect in the alpha band
(0.7–1.0 s), but that the beta, and not the alpha (0.7–1.0 s) effects
correlate with gestural benefit during degraded speech comprehension.
This confirms that the alpha band effect indeed might reflect an initial
matching of, possibly lower-level, audiovisual information, that is similar
for all non-native listeners and does not relate to the gestural enhance-
ment that a listener experiences per se. The engagement of the AG, which
is often seen as an association and supramodal integration hub (Binder
et al., 2009), and the motor system, which engages more strongly during
gestural enhancement of degraded speech, might aid in this integration
process.

4.1.3. Non-native listeners who more strongly engage visual regions and left-
temporal regions, experience more gestural benefit during degraded speech
comprehension

In contrast to the alpha effect in the first time window (0.7–1.0 s), an
alpha effect in the subsequent time window (1.0–1.4s) over pSTS/STG/
MTG did predict how much gestural benefit a non-native listener expe-
riences during gestural enhancement of degraded speech comprehen-
sion. We suggest that a listener's power modulation in this time window
is predictive of an individual's gestural benefit during degraded speech
comprehension because the semantic information from the gestures that
is being unified with the unfolding degraded auditory cues in an earlier
time window, as was demonstrated by our beta effects (0.7–1.0 s), aids
subsequent lexical access of the degraded input (Hagoort, 2013; Lau
et al., 2008). Post-hoc power-power correlations between an individual's
beta power in the early time window (0.7–1.0 s) and an individual's alpha
power in the second time window (1.0–1.4 s) concur with this proposed
interpretation: listeners who more strongly show beta suppression in the
first time window, also show a larger alpha suppression in the second
time window (Spearman's rho¼ 0.408, p¼ .013, one-tailed). Similarly,
listeners who demonstrated a larger alpha suppression over visual re-
gions might have allocated more visual attention to the gestures when
speech is degraded to aid comprehension.

4.1.4. Right-temporal regions engage when more neural resources are
recruited for comprehension

We then observed a larger alpha power suppression (1.4–2.0s) over
right-temporal and right-occipital regions. An individual's power modu-
lation in this time window did not correlate with subsequent compre-
hension on the cued-recall task, suggesting that this effect might be
general for all non-native listeners, and not per se related to the gestural
enhancement effect. fMRI studies have suggested that right-lateralized
regions are often recruited during non-native language processing
(Higby et al., 2013; Leonard et al., 2011). This might suggest that
non-native listeners try to recruit more top-down information to facilitate
comprehension and unification of the two input streams (Skipper et al.,
2007, 2006). We thus suggest that these effects show that
right-lateralized regions might be more engaged when non-native lis-
teners require more neural resources for comprehension, especially when
auditory cues are not reliable enough to map the semantic information
from the gesture to. This is also in line with previous results where we
observed right-lateralized effects when comparing matching and
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mismatching gestures (Drijvers and €Ozyürek, 2018), where non-natives
seemed to recruit additional resources to process mismatching seman-
tic information.

4.1.5. Non-native listeners vs. native listeners (between-group)
As mentioned in the Introduction, we also set out to conduct

exploratory analyses to compare differences between non-native listeners
and native listeners. In line with the behavioral results observed in native
listeners (Drijvers et al., 2018a), we observed that for non-native listeners
gestural enhancement was largest when speech was degraded. This
gestural enhancement effect was similar for non-native and native lis-
teners. However, we observed that non-native listeners were significantly
slower in answering on the cued-recall task. As participants were cued
with four answering options, it might have been easier to recognize the
degraded verb during this answering period than when the participants
watched the video. This might have masked the actual comprehension
difficulties that the listeners experienced in the video. However, this does
not affect the reaction times. When a non-native listener for example
might have experienced more difficulty in understanding the speech
during the video, it might take longer to find the correct answer in the
cued-recall task. These results thus indicate that although the gestural
enhancement effect seemed similar for native and non-native listeners,
non-native listeners possibly were sometimes hindered in processing and
coupling the degraded auditory information to the semantic information
conveyed by the gesture, as demonstrated by the slower reaction times.

4.1.6. Non-native listeners might face more difficulty when retrieving
gestural semantic information and unifying it with degraded auditory cues
than native listeners

Finally, we compared the oscillatory modulations observed in non-
native listeners to the modulations observed in native listeners during
gestural enhancement of degraded speech comprehension. Here, we ex-
pected to observe less engagement of LIFG for non-native compared to
native listeners. We confirmed this hypothesis and observed a larger
alpha power suppression for native listeners in LIFG, but also anterior
temporal lobe (ATL) than for non-native listeners. As the ATL has been
implicated as a domain-general semantic hub (Wong and Gallate, 2012)
and we have found converging evidence for the engagement of the LIFG
during the unification of degraded speech and gestures (Drijvers et al.,
2018a,b), this might suggest that when speech is degraded, it might be
more difficult for non-native listeners to access the semantic information
from the gesture and unify it to the degraded auditory cues. This diffi-
culty in semantic access might be due to the fact that non-native listeners
need more available auditory cues to facilitate access to the semantic
cues conveyed by the gesture. In turn, this might cause these areas to be
less engaged in non-native listeners than in native listeners, and might
explain the slower reaction times in the cued-recall task, despite the
similar gestural enhancement effect that was observed. This might also
explain the lack of an effect in the gamma band within the non-native
listener group, as well of the lack of an effect between the two groups:
gamma power modulations might be similar for both groups when ges-
tures disambiguate degraded speech, but might be less pronounced in the
non-native listener group.

4.1.7. Non-native listeners might face more difficulty utilizing phonological
information that is conveyed by visible speech to aid degraded speech
comprehension

Unexpectedly, our exploratory analyses also revealed a larger beta
power suppression over primary somatosensory cortex and left insula for
native compared to non-native listeners during gestural enhancement of
degraded speech comprehension. Specifically, the lower part of the so-
matosensory cortex that is sensitive to information from visible speech
(i.e., information conveyed by teeth, tongue and lip movements) was less
engaged in non-native than native listeners, possibly because non-native
listeners are less able than native listeners to simulate the information
conveyed by visible speech when speech is degraded. The cluster
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overlapped with the left insula, which has been shown to be sensitive to
the strength of cross-modal binding (Bushara et al., 2002) as well as
being involved in phonological processing (Abdullaev and Melnichuk,
1997; Bamiou et al., 2003; Booth et al., 2007; Tettamanti et al., 2005;
Wild et al., 2012), suggesting that the observed effects are consistent with
the idea that non-native listeners might face more difficulty using the
phonological information that is conveyed by visible speech to aid
degraded speech comprehension.

4.1.8. How does gestural enhancement of degraded speech comprehension
differ for native and non-native listeners?

Our current results revealed a different spatiotemporal oscillatory
profile during gestural enhancement of degraded speech comprehension
for non-native listeners compared to native listeners (see for native lis-
teners: Drijvers et al. (2018a)). In the native listeners described in
Drijvers et al. (2018a), we observed an alpha power suppression over
right STS (0.7–1.0 s), followed by an alpha/beta power suppression in
left-motor regions (1.0–1.6), left-temporal and occipital regions
(1.6–2.0s). We observed a larger beta power suppression over the motor
cortex and extended language network (1.3–2.0 s) and a larger gamma
power increase over MTL (1.0–1.5s). These power modulations corre-
lated with an individual's behavioral benefit in the cued-recall task and
were suggested to support general unification, integration and lexical
access processes during language comprehension, as well as simulation of
and increased visual attention to iconic gestures over time.

The observed oscillatory modulations in non-natives suggest similar
core processes that support gestural enhancement of degraded speech
comprehension as were observed in native listeners in Drijvers et al.
(2018a). However, the different spatiotemporal time course of the effects
observed in non-native compared to native listeners might suggest that
the two listener groups employ different processing strategies. For
example, non-native listeners seem to immediately engage motor cortex
and LIFG to extract semantic information from the gesture, and might
attempt to immediately unify this information with the signal to aid
retrieval of the degraded input. Subsequently, when this integration is
hindered, non-native listeners engage additional resources by engaging
right-temporal regions to aid in comprehension of ambiguous informa-
tion. Alternatively, native listeners seem to have more access to the
degraded phonological information than non-native listeners and might
therefore be less hindered in using the semantic information from the
gestures to resolve the degraded input. They can therefore already
optimize their processing strategy in an early time window, whereas
non-native listeners are not able to do this as it is more difficult for them
to access the degraded input to map the semantic information from the
gesture to. This is in line with unimodal, behavioral studies that inves-
tigated the effects of auditory semantic context on non-native degraded
speech comprehension (Bradlow and Alexander, 2007; Golestani et al.,
2009; Hazan et al., 2006; Mayo et al., 1997; Oliver et al., 2012; Zhang
et al., 2016), and fits with our previous behavioral study (Drijvers and
€Ozyürek, 2019) and EEG results (Drijvers and €Ozyürek, 2018).

5. Conclusion

Our data revealed that spatiotemporal oscillatory dynamics can pre-
dict howmuch a listener benefits from semantic information conveyed by
gestures when speech comprehension is challenged by internally (e.g.
non-nativeness) and externally (e.g., speech degradation) induced
adverse listening conditions. Our behavioral results suggested that
although native and non-native listeners revealed a similar gestural
enhancement effect in the cued-recall task, non-native listeners were
significantly slower than native listeners when indicating which verb
they heard in the video. This suggests that non-native listeners possibly
faced more difficulty unifying the degraded auditory cues with the se-
mantic information conveyed by gestures. In line with this interpretation,
the observed oscillatory modulations in both non-native and native lis-
teners suggest similar core processes that support unification and lexical
65
access processes, as well as simulation of the gesture and increased visual
attention to gestures to aid degraded speech comprehension. However,
compared to native listeners, non-native listeners might have less access
to the phonological information in the degraded signal, as demonstrated
by less engagement of the mouth area of the primary somatosensory
cortex and left insula. Moreover, non-native listeners might experience
more difficulty unifying the semantic information conveyed by the
gesture with the speech signal, causing areas that are involved in unifi-
cation and retrieval (i.e., LIFG and ATL) to be less engaged.
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