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Neural implementation of computational
mechanisms underlying the continuous
trade-off between cooperation and
competition

M. A. Pisauro 1,2,3,5 , E. F. Fouragnan 1,3,4,5, D. H. Arabadzhiyska 3,
M. A. J. Apps1,2,6 & M. G. Philiastides 3,6

Social interactions evolve continuously. Sometimes we cooperate, sometimes
we compete, while at other times we strategically position ourselves some-
where in between to account for the ever-changing social contexts around us.
Research on social interactions often focuses on a binary dichotomy between
competition and cooperation, ignoring people’s evolving shifts along a con-
tinuum. Here, we develop an economic game – the Space Dilemma – where
two players change their degree of cooperativeness over time in cooperative
and competitive contexts. Using computational modelling we show how social
contexts bias choices and characterise how inferences about others’ intentions
modulate cooperativeness. Consistent with the modelling predictions, brain
regions previously linked to social cognition, including the temporo-parietal
junction, dorso-medial prefrontal cortex and the anterior cingulate gyrus,
encode social prediction errors and context-dependent signals, correlating
with shifts along a cooperation-competition continuum. These results provide
a comprehensive account of the computational and neural mechanisms
underlying the continuous trade-off between cooperation and competition.

In social interactions many species, including humans, often behave
competitively – acts aimed at obtaining a resource at the expense of
another benefitting—or cooperatively—acts aimed to benefit both self
and other. Although people and animals commonly alternate between
cooperative and competitive behaviours for access to resources, ter-
ritories, and status1–7 we are still lacking an integrated understanding of
how the brain controls and arbitrates over the continuous trade-off
between cooperation and competition, and more specifically, which
neural mechanisms and computational principles are involved.

Classically, cooperation and competition have been treated as
alternative social orientations, whereby one acts either cooperatively

or competitively at any point in time8. In both one-shot and multi-
rounds economic games, such predispositions are typically mea-
sured with social dilemmas requiring binary choices where people
either cooperate or compete with a partner9–11. Yet, in the real world,
behaviour is not so dichotomised. The common descriptions of
people as being “fully cooperative” or “highly competitive” high-
light that these behaviours are considered along a spectrum, and
what may matter for social behaviour is one’s degree of coopera-
tiveness or competitiveness. But, how do people decide upon their
degree of cooperation or competition? And how do they adjust it
over time?
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Broadly speaking, previous research using games with binary
choices suggests that cooperativeness is shaped by three factors: (i)
the environment, where the availability of resources and their dis-
tribution shape choices12, encouraging cooperation in rich and fair
environments13 while favouring competition when resources are
scarce and unevenly distributed14,15, (ii) personal predispositions and
inherent social biases shaped by psychological traits16–18 and (iii) how
dyads interact with each other, with cooperation favoured by
reciprocity19 and the evolution of trust in repeated interactions20,21 and
the spread of reputational information within groups22–24.

In economic games, environments are manipulated by the “payoff
matrices” where changing the rewards available to each member of
a dyad within an interaction influences behaviour, with people making
more choices to act competitively or cooperatively when the payoff
matrices favour it25. However, although economic theories assume
people will eventually settle upon an optimal equilibrium, this is not
always the case26–28. People have tendencies and psychological traits
that lead to biases towards being more cooperative or more compe-
titive in general, regardless of the payoff matrix.

Moreover, people’s behaviour is determined by the psychological
processes engaged when monitoring the behaviours of others. We
monitor others’ behaviour, and use mentalizing processes to infer
their intentions, and adapt our cooperativeness accordingly29. At the
core of this mechanism is the rewarding property of reciprocity in
repeated interactions19,30, which emerges through social learning dri-
ven by social prediction error signals31. However, to date, a formal
account that unifies these features together and thus predicts some-
one’s degree of competitiveness has not been forthcoming.

Research is increasingly showing that people’s biases in social
behaviour, and continuously updating inferences about others, can be
captured by computational models, including those based on Bayesian
principles32–36. In such accounts, model parameters can capture biases
and people’s expectations of others’ behaviours which are updated by
prediction errors (the surprise associated with the discrepancy
between a prediction about another’s action and their actual beha-
viour). Such Bayesian models have captured how people respond to
the changing trustworthiness of other’s advice and to behaviour in
iterative economic games where people make binary choices32,37. Here,
we propose to use Bayesian models to account for how people move
along a cooperation-competition continuum based on their expecta-
tions of reciprocity of the co-player, their inherent social bias, and the
incentives of the social environment.

Strikingly, regions of the brain that have been implicated in
representing cooperative and competitive behaviours have been
shown to do so by processing social prediction errors, that lead to an
update in whether people behave cooperatively or competitively. In
particular, portions of the temporo-parietal junction (TPJ), medial
prefrontal frontal cortex (mPFC), anterior cingulate gyrus (ACCg), and
portions of the anterior cingulate and paracingulate sulci corre-
sponding to areas 24, 32 and 8 are all engaged when processing the
competitive or cooperative behaviours of others38–42. The same regions
have also been shown to signal prediction errors when monitoring
others’ behaviours, and in tasks requiring inferences to be made about
the actions of others32,37,43–47. However, how these regions process
information about the social context and use Bayesian signals relating
to the cooperativeness of others to influence one’s own degree of
cooperation is poorly understood.

To test the notion that people behave on a continuum between
cooperation and competition, we designed a new social game called
the Space Dilemma. This game capitalises on a well-known economic
principle controlling the spatial location of competitors in duopoly48

and generalises to a continuum the trade-off between cooperation and
competition which is dichotomised in the Prisoner’s Dilemma49,50. In
the game, two players decide whether and how much to compete or
cooperate with each other, by positioning themselves in different

locations of a continuous space, whereby each location is rewarded
differently on a trial-by-trial basis. These decisions take place over
multiple trials in three blocks with payoff matrices creating different
social contexts that encouraged different degrees of cooperation and
competition: (i) cooperative—where both players receive an equal
amount of the reward, irrespective of who is best positioned (ii)
competitive – where the best positioned player wins a reward while the
other player incurs in a proportional loss and (ii) intermediate—where
one player receives the reward and the other receives nothing. In each
of these conditions, the best strategy would be to cooperate but with
different, increasing risks associated with the defection of the co-
player. Thus, to maximise rewards, players must consider what the
optimal location is, but also infer the intentions of the other player,
predict their level of cooperativeness and adapt one’s location
accordingly.

Here, we tested 27 pairs of participants playing the Space
Dilemma whilst one in each pair underwent fMRI. We predicted that
people would adapt their locations according to a general bias in
cooperativeness, a shift in competitiveness across social contexts, but
also trial-to-trial shifts in cooperativeness depending on the actions of
the other player. We hypothesised that sub-regions of the TPJ and
mPFC linked to processing information about others would signal (i)
the degree of bias one has across the social contexts, (ii) prediction
errors relating to the surprise associated with the other player’s com-
petitiveness and (iii) signal the degree to which one is updating one’s
behaviour due to the other player’s competitiveness.

We show that people’s behaviours are best predicted quantita-
tively by a Bayesian learner informed about the risk of losing and
winning in each context, which also constantly updated behaviour
based on the actions of the other player. We show that surprise signals
are coded within clusters in the TPJ, in an unsigned manner in the
posterior TPJ, but in a signed manner that correlated with updating
subsequent behaviour in the anterior TPJ. In addition, distinct regions
in mPFC, the ACCg and in the paracingulate sulcus carried information
about participants’ increases in cooperativeness and the degree to
which they used trial-by-trial information about the other player,
suggesting important roles in shifting behaviour along the continuum
away from the default behaviour induced by the social context. These
results provide a comprehensive characterisation of how the brain
monitors and controls the continuous trade-off between cooperation
and competition.

Results
The space dilemma
Pairs of participants, one inside the fMRI scanner and one in an adja-
cent room, played the game. All participants were told to imagine that
they were foraging for food in a territory and were asked to make a
prediction about the position of the food in a linear space (a straight
line that represents the territory, Fig. 1a left panel). They were told that
the target “food” would appear somewhere in the territory as its
position was randomly sampled from a uniform distribution. They
were then presented with a bar moving across the space (representing
their location) and were required to commit to a certain location by
pressing a button while the bar was moving in the linear space. This
location would signal their prediction about the target position. Each
player made her/his predictions and watched the other player’s
response. After the two players responded, the target appeared. On
any trial, the participant who made the best prediction (closer to the
target) won and got a reward which depended on the distance to the
target: the lower the distance, the higher the reward (Fig. 1a).

As the target location is uniformly distributed across the space, if
only one player would play the game, the optimal location to minimise
the distance from the target and therefore maximise the average
reward is the midpoint (Fig. 1b top panel, supplementary Fig. 1). With
two players, the average total reward is maximised when the players
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cooperate, by occupying the mid points of the two hemifields (Fig. 1b
second panel, supplementary Fig. 1). However, one player might be
tempted to occupy the midpoint, as this would maximise their own
personal expected reward, at the expense of the other. As such, the
closer a player gets to the midpoint, the more competitive his or her
behaviour (i.e., less reciprocity towards the co-player’s cooperation,
Fig. 1b third panel). Crucially, this competitive behaviour would lower
the total reward over all trials because when the target falls within that
player’s hemifield he/she has a higher probability of being further from
it, thereby earning a smaller reward. Similarly, if both players choose to
compete by trying to maximise their individual chance of winning
going for the midpoint, they would expect to obtain the same reward,
albeit reduced compared to the optimal locations when cooperating
(Fig. 1b fourth panel).

We manipulated the social context by controlling the reward
distributions (as determined by the � parameter, see Methods and
Fig. 2a). We defined a cooperative context as one where participants
shared the reward irrespective of the winner (� = 0.5, Fig. 2a), and a
competitive context in which losing a trial is associated with an eco-
nomic loss whilst the winner sees its reward boosted by the same
amount (� = 2; Fig. 2a). An intermediate context was defined as one
where the winner takes all the reward, while the loser in each trial did
not receive neither a benefit nor a loss (� = 1; Fig. 2a). To behave
adaptively in the task, participants had to change their strategy
according to both the co-player response and the social context.

Whilst the best long-term strategy to increase the total reward for
the dyad in each context, unknown to the participants, was to always
cooperate (supplementary material and Supplementary Fig. 1), this
was not always the optimal strategy for individual players (which also
depends on the co-player choices and is susceptible to end-game
effects as the number of trials is finite) and the reward distribution
favoured different level of competition in different contexts. This is
because while in the cooperative context there is no benefit in com-
peting, as the reward is equally shared between players, in the com-
petitive and intermediate contexts players have a temptation to win

the trial, to avoid a loss and to boost their reward. The manipulation of
the reward distribution increases the risk associated with losing by
increasing the difference in reward by winner and loser (increasing � ;
Supplementary Fig. 1c). It is worth noticing that in the competitive and
intermediate contexts, the space dilemma is a probabilistic form of the
Prisoner’s Dilemma (see Supplementary Fig. 1 and methods). Each pair
of participants played three block of 60 trials for each of the three
contexts (cooperative, intermediate and competitive social contexts).
Beyond the reward distribution shown at the start of each block of
trials and the variability in players’ behaviour, the three blocks of trials
were visually identical, differing only in the underlying social contexts.
This setup therefore allows to compare a range of cooperative and
competitive behaviours across different social contexts while con-
trolling for the sensory-motor aspects of the decision.

Cooperativeness is shaped by the social context and the
interactions within dyads
We hypothesized that participants would base their behaviour on (i)
personal predispositions, (ii) the social context and (iii) the behaviour
of the co-player. To demonstrate the effect of the social context, we
averaged together the players’ positions on different sides of the
midpoint by computing the absolute distance from the closest edge, a
measure of competitiveness. There was substantial variability in
behaviour across all conditions, suggestive of widespread individual
differences across participants (Supplementary Fig. 2). As expected,
we found that the social context had a significant effect on both the
average cooperativeness of players (� = � 0.12, P< 0.001; fixed effect of
condition in a linear mixed model predicting the average coopera-
tiveness based on player and condition, see methods and Supple-
mentary Fig 2a, b) and the absolute distance between players
(� = � 0.25, P< 0.001, fixed effect of condition in a linear mixed model
predicting the average distance across players based on dyads and
conditions, see methods and Supplementary Fig. 2c) suggesting that
increasing the benefit of competing in a social context increased the
players’ competitiveness (reduced the distance from the midpoint)
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Fig. 1 | Schematic representation of the Space Dilemma. a Participants first
positioned themselves in the space, hidden from the other player. They were then
presented with a bar moving across the space (representing their location) and
were required to commit to a certain location by pressing a button while the bar
was moving through it. The bar would take 4 s to reach the end of the space. Once
they responded, the bar stopped at the chosen location and was shown for the
remainder of the 4 s. After both counterparts positioned themselves, their
respective positions were shown to each other for 1–1.5 s before the target
appeared (left panel). The player closer to the target won the trial (three examples
in right panel) as identified by the colour of the target. The reward obtained is
inversely proportional to the distance to the target, and reflected by the size of the
target square. b The average reward for each player depends on the position in the

territory. In each panel, the colour intensity represent the average reward obtained
playing that position over many trials. In individual settings (top panel), the best
strategy—to minimize distance to the target and maximize rewards - is to target the
middle of the space. However, in the two-player space dilemma, as deployed here,
multiple configurations exist. Fully cooperative behaviour involves both players
positioning themselves in the midpoint of each hemifield, which minimizes the
average proximity to any possible location of the target, thus maximising gains
(second panel from the top). As this strategy is not a Nash equilibrium, players may
have the incentive to deviate from their half side and thus cover more territory
(third panel from the top). As such, any positioning closer to the midpoint can be
defined as more competitive behaviour. When both players are highly competitive
they both target the midpoint, winning less on average (bottom panel).
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