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ABSTRACT

A standard aim in game theory is to find a pure or mixed Nash equilibrium. For strategy spaces too large for a Nash equilibrium to be computed classically, this can instead be approached using a coevolutionary algorithm. How to design coevolutionary algorithms which avoid pathological behaviours (such as cycling or forgetting) on challenging games is then a crucial open problem.

We argue that runtime analysis can provide insight and inform the design of more powerful and reliable algorithms for this purpose. To this end, we consider a class of symmetric zero-sum games for which the role of population diversity is pivotal to an algorithm’s success. We prove that a broad class of algorithms which do not utilise a population have superpolynomial runtime for this class. In the other direction we prove that, with high probability, a coevolutionary instance of the univariate marginal distribution algorithm finds the unique Nash equilibrium in time $O(n(n \log n)^2)$.

Together, these results demonstrate the importance of generating diverse search points for evolving better strategies. The corresponding proofs develop several techniques that may benefit future analysis of estimation of distribution and coevolutionary algorithms.
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1 INTRODUCTION

For many real-world optimisation problems, the quality of a solution depends on the actions of adversaries, competitors, or opponents. The dynamics of these game theoretic settings are often highly complex, as a player’s strategy can both influence and be influenced by the strategies of opposing players. As no strategy can be seen to be optimal in isolation, optimisers commonly define the best strategies to be those belonging to a (pure or mixed) Nash equilibrium [23, 27], wherein no player is able to improve their outcome by changing their own strategy, assuming their opponents’ strategies are fixed.

If every possible combination of strategies can be queried then a Nash equilibrium can be computed directly (see [28]). However this is impractical if, as is the case for many real-world settings, the strategy space is too large to be searched exhaustively. In such cases, a possible approach is to use coevolution [25, 26], where populations of strategies are evolved based on principles of natural selection. Under this regime, individuals with the best interactions against their contemporaries are used as parents for the next generation.

The question of how to effectively apply coevolution to this setting is a deeply complicated one. The success of a coevolutionary algorithm can depend on a large number of design aspects (such as population size, mutation operators, selection mechanisms, or diversity mechanisms), which have subtle but critical effects on their dynamics. Further to this, coevolutionary algorithms are often prone to pathological behaviours such as cycling or loss of gradient [12]. How to reliably obtain intuition for designing a coevolutionary algorithm which avoids these behaviours is thus an essential consideration.

For standard evolutionary algorithms, which apply in the absence of strategic interaction, this intuition can be provided by runtime analysis, where rigorous results relate algorithm design and fitness landscape to runtime distribution [7]. Accordingly, there is clear demand (see [25]) for similar results which apply to coevolution. The first rigorous runtime analysis on this front was developed by Jansen and Wiegand [17], who showed that cooperative coevolutionary algorithms do not guarantee stronger performance on separable problems over traditional evolutionary algorithms. The first runtime analysis for competitive coevolution was provided by Lehre [18], who showed that a population-based coevolutionary algorithm called PDCoEA efficiently approximates the Nash equilibrium of certain instances of BILINEAR, a two-player game played on bitstrings. In the same paper, it was also shown that if the mutation rate used by PDCoEA exceeds a specific error threshold, then the algorithm is inefficient. Hevia Fajardo and Lehre [16] provided further analysis on BILINEAR, showing that a $(1, \lambda)$ coevolutionary algorithm efficiently discovers the Nash equilibrium when using worst interaction as a fitness measure, but has exponential runtime when using the average over all interactions instead. In addition, Hevia Fajardo, Lehre and Lin [10] gave runtime analysis of a $(1+1)$-type coevolutionary algorithm on BILINEAR, with a particular focus on the use of archives to reduce arising pathological behaviours.
Together, these results provide insight into a range of design aspects of coevolutionary algorithms. However, with the exception of the error threshold result for PDCoEA, which applies to all problems without too many global optima, all competitive runtime results are limited to Bilinear, and the added complexity of the competitive coevolutionary setting has so far prevented the development of runtime analysis for more general or complicated games. Our aim is therefore to push the scope of runtime analysis of coevolutionary algorithms to games which more generally reflect the nature of real-world games, while remaining simple enough for rigorous mathematical analysis. Many real-world games incorporate a strong sense of skill, where high skill strategies reliably win against low skill strategies, but the payoff landscape for similarly matched strategies may be flat, random-like, or highly non-transitive. For such games, the need for a coevolutionary algorithm to have access to a diverse range of solutions is apparent.

Accordingly, the contributions of this paper concern the role of populations and diversity in optimising skill-based games. In particular, we demonstrate the effectiveness of employing estimation of distribution for this purpose due to the resulting generation of diverse search points. To represent the geometry of skill-based games, we introduce a class of symmetric zero-sum games played on bitstrings with a clear Nash equilibrium. We show that coevolutionary algorithms with low population diversity cannot guarantee good performance on this class, as certain instances result in draws for strategies that are too similar to each other, thus making search heuristics based solely on local comparisons impractical. Precisely, we will prove that for a highly general class of algorithms which retain only one strategy between generations, the probability that the Nash equilibrium will be found within $e^{n^2}$ function evaluations is at most $e^{-n^2}$, for some constant $c$. Despite this, we will also show that success on this class can indeed be assured by using estimation of distribution, proving that, with high probability, a coevolutionary instance of the univariate marginal distribution algorithm finds the Nash equilibrium in time $O(n^3 \log n^3)$.

After stating our notation, the structure of the paper is as follows. In Section 1.2, we will define symmetric zero-sum games and introduce the framework used to state our runtime results. In Section 1.3, we introduce the class of symmetric zero-sum games on which we perform our analysis. After concluding the introduction by stating a number of preliminary results for use throughout the paper, Section 2 will establish the aforementioned positive runtime result for the univariate marginal distribution algorithm (opting to present this result first as it is simpler to prove). Finally, the complementary result demonstrating poor runtime on the class for algorithms without population is covered in Section 3.

### 1.1 Notation

Throughout, let $X_n := \{0, 1\}^n$ denote the set of bitstrings of length $n$. Given $x \in X_n$, we write $|x|$ to denote the number of 1-bits of $x$. Given $x, y \in X_n$, let $d_H(x, y)$ denote the Hamming distance between $x$ and $y$. Given $x \in X_n$, we write $S_r(x) = \{y \in X_n : d_H(x, y) = r\}$ for the Hamming shell of radius $r$, and write $B_r(x) = \cup_{0 \leq r < s \leq n} S_s(x)$ for the Hamming ball of radius $r$. Let $\text{Bit}_n(p)$ denote the bitstring with all entries equal to 1. Given $p := (p_1, \ldots, p_n) \in [0, 1]^n$, we say $x \sim \text{Bit}_n(p)$ if $x$ is generated by setting the $i^{th}$ bit equal to 1 with probability $p_i$ (and equal to 0 with probability $1 - p_i$) independently for every bit.

Given a finite set $S$, we use $\mathcal{P}(S)$ to denote the set of probability distributions on $S$. Given $p \in \mathcal{P}(S)$, write $\text{supp}(p) := \{s \in S : p(s) > 0\}$ for the support of $p$. Given $p \in \mathcal{P}(S)$ and $A \subseteq S$, we write $p(A) = \sum_{s \in A} p(s)$.

For real-valued random variables $X, Y$, we say that $X$ stochastically dominates $Y$, written $X \succeq Y$, if $P(X \leq z) \leq P(Y \leq z)$ holds for all $z \in \mathbb{R}$. Indicator functions are denoted using 1. Given a sigma algebra $\mathcal{F}$, event $E \in \mathcal{F}$, and random variable $X$, we write $\mathbb{E}[X 1_{E} | \mathcal{F}]$ to mean $\mathbb{E}[X 1_{E} | \mathcal{F}]$.

We use $\mathcal{M}_{k,k}(\mathbb{R})$ to denote the set of real-valued $k \times k$ matrices. Given a natural number $n$, we write $[n] = \{1, \ldots, n\}$. Logarithms are given in base 2 unless stated otherwise.

### 1.2 Symmetric zero-sum games

A two-player game is defined by strategy spaces $X, Y$ and payoff functions $f_i : X \times Y \rightarrow \mathbb{R}$, $i \in [2]$, where $f_i(x, y)$ denotes the payoff awarded to player $i$ when player 1 adopts strategy $x$ and player 2 adopts strategy $y$. The game is zero-sum if player 1’s gain is equal to player 2’s loss (and vice versa) – that is, if $f_2(x, y) = -f_1(x, y)$ for every $x \in X$, $y \in Y$. If $X = Y$ and $f_1(x, y) = f_2(y, x)$ for every $x, y \in X$, then the game is called symmetric. Symmetric games describe many naturally arising real-world interactions [11], such as firms competing for market dominance through advertising [14, 15].

Every game which is both zero-sum and symmetric can be represented by a single antisymmetric function, as follows.

**Definition 1.1.** A function $f : X \times X \rightarrow \mathbb{R}$ is antisymmetric if $f(x, y) = -f(y, x)$ holds for every $x, y \in X$. Given an antisymmetric function $f$, we refer to the game with payoff functions $f_1(x, y) = f(x, y)$ and $f_2(x, y) = -f(x, y)$ as the symmetric zero-sum game defined by $f$.

Any classical game where the outcomes are win/draw/lose, such as Tic-Tac-Toe, Chess, or Go, can be represented by such a function by identifying $f(x, y) = 1$ with a win for player 1, $f(x, y) = -1$ with a win for player 2, and $f(x, y) = 0$ with a draw. Accordingly, all such games are symmetric and zero-sum.

For games where no single strategy is unilaterally superior, such as rock paper scissors, the best available policy is to adopt a mixed strategy $p \in \mathcal{P}(X)$, where $p(x)$ corresponds to the probability of choosing strategy $x$. If the game is symmetric and zero-sum, then no mixed strategy can have strictly positive expected payoff against all other mixed strategies, as the expected payoff when played against itself is zero. Therefore, the strongest possible strategy would be one which delivers non-negative expected payoff against all others. Such a mixed strategy corresponds to the solution concept of a Nash equilibrium, stated in the language of symmetric zero-sum games as follows.

**Definition 1.2.** Given an antisymmetric function $f : X \times X \rightarrow \mathbb{R}$, on a finite set $X$, we say $p \in \mathcal{P}(X)$ is a Nash equilibrium for $f$ if

$$\min_{q \in \mathcal{P}(X)} \sum_{x, y \in X} p(x) q(y) f(x, y) = 0.$$

If $\text{supp}(p) = \{x\}$, then we say that $x$ is a pure Nash equilibrium for $f$. Additionally, let $p_{NE}(f)$ be the unique Nash equilibrium of maximal entropy.
Note that for symmetric zero-sum games, a strategy \( x^* \) is a pure Nash equilibrium if and only if \( f(x^*, y) \geq 0 \) for all \( y \in X \) (to see this, observe that if \( \text{ supp}(p) = \{x^*\} \) and \( f(x^*, y) \geq 0 \) for all \( y \in X \), then for any \( q \in P(X) \) we have \( \sum_{y \in X} p(x)q(y)f(x, y) = \sum_{y \in X} q(y)f(x^*, y) = 0 \). For a justification of the existence and uniqueness of \( p_{\text{NE}}(f) \), we refer the reader to Appendix C. For a general source on Nash equilibria, see [23].

As the discovery of a Nash equilibrium represents a clear goal for game-playing, we can define the runtime of a coevolutionary algorithm for this purpose by identifying the optimum with a Nash equilibrium. The definition we adopt here applies only to games which have a pure Nash equilibrium (as will be the case for both of our results), and further work on general games may require a broader solution concept. Note that we adopt the convention standard to black box optimisation where runtime is defined as the number of times the function \( f \) is queried by the algorithm until the desired search objective is discovered (see [9]).

**Definition 1.3.** Suppose that \( A \) is an algorithm which makes \( \tau \) queries of an antisymmetric function \( f : X \times X \rightarrow \mathbb{R} \) during each generation. Suppose that \( f \) has a unique pure Nash equilibrium \( x^* \). Then the runtime \( T(A, f) \) of \( A \) on \( f \) is defined to be the random variable

\[
T(A, f) = \tau \cdot \min \{ t : x^* \in P_t \},
\]

where \( P_t \subseteq X \) is the population of \( A \) at the start of generation \( t \).

### 1.3 Deceptive OneMax games

For the remainder of this paper, we only consider games where the possible outcomes are to win, draw, or lose, and so restrict our attention to antisymmetric functions \( f : X \times X \rightarrow \{-1, 0, 1\} \). We will now state the class of symmetric zero-sum games we consider, before discussing the definition in more detail.

**Definition 1.4.** Given \( x^* \in X_n \), let \( F_n^{x^*} \) be the set of antisymmetric functions \( f : X_n \times X_n \rightarrow \{-1, 0, 1\} \) such that \( f(x_1, x_2) = 1 \) whenever \( d_H(x_1, x^*) < d_H(x_2, x^*) \). Let \( F_n = \bigcup_{x^* \in X_n} F_n^{x^*} \).

**Definition 1.5.** Given \( \alpha > 0 \), \( m \in \mathbb{N} \), and \( x^* \in X_n \), let \( G_n^{x^*}(\alpha, m) \) be the set of antisymmetric functions \( g : X_n \times X_n \rightarrow \{-1, 0, 1\} \), such that, for every \( y \in G_n^{x^*}(\alpha, m) \), there exists \( f \in F_n^{x^*} \) such that

\[
A1 \quad g(x, y) = f(x, y) \text{ if } d_H(x, x^*) < \alpha \text{ or } d_H(y, x^*) < \alpha, \text{ and}
\]

\[
A2 \quad \text{for every } x \in X_n, \text{ there are at most } m \text{ many } y \in X_n \text{ for which } g(x, y) \neq f(x, y).
\]

Given \( \alpha > 0 \) and \( m \in \mathbb{N} \), let \( G_n(\alpha, m) = \bigcup_{x^* \in X_n} G_n^{x^*}(\alpha, m) \).

We remark that \( F_n \subseteq G_n(\alpha, m) \) for any \( \alpha > 0 \), \( m \in \mathbb{N} \), and that \( G_n(\alpha_1, m_1) \subseteq G_n(\alpha_2, m_2) \) whenever \( \alpha_1 \geq \alpha_2 \) and \( m_1 \leq m_2 \).

\( F_n^{x^*} \) describes games for which a player wins whenever their hitstring has a smaller Hamming distance to the unique Nash equilibrium \( x^* \). \( G_n^{x^*}(\alpha, m) \) describes games for which this is only true most of the time, as whenever competing the strategies are of Hamming distance at least \( \alpha n \) (which remains the unique Nash equilibrium due to \( A1 \)) there may be a ‘wrong winner’ outcome where the more distant strategy is perceived to be stronger.

Accordingly, optimising games in \( F_n \) is not much more difficult than optimising the well-known OneMax function in the standard evolutionary setting (see, for example, [1]), as a clear fitness signal permeates throughout the whole strategy space (albeit possibly muddled slightly by the fact that \( f \in F_n \) can take arbitrary values when strategies at the same distance from \( x^* \) are played against each other). However, because we will allow \( m \) to grow exponentially with \( n \), instances of \( G_n(\alpha, m) \) can be far more challenging. As an example, consider for a parameter \( d \),

\[
f_0(x, y) = \begin{cases} 
1 & \text{if } |x| > |y|, \\
0 & \text{if } |x| = |y|, \\
-1 & \text{if } |x| < |y|,
\end{cases}
\]

\[
g_d(x, y) = \begin{cases} 
-f_0(x, y) & \text{if } |x|, |y| \in \lbrack an, (1 - \alpha)n \rbrack \text{ and } d_H(x, y) \leq d,
\end{cases}
\]

\[
f_0(x, y) & \text{otherwise,}
\]

where we note that any fixed \( \beta > 0 \), we have \( g_d \in G_n(\alpha, (1 - \beta)^{-n}) \) provided \( d = O(n/\log n) \). In this case, methods which rely on local search alone will be tricked into minimising \(|x|\) in pursuit of better strategies. Motivated by this, we will refer to instances of \( G_n(\alpha, m) \) as m-deceptive OneMax games (with distance-to-optimum threshold \( an \)).

Part of the motivation for \( G_n(\alpha, m) \) is to reflect the geometry underpinning the strategy spaces of games that are interesting and challenging to human players. The Game of Skill hypothesis [2] is stated with respect to a decomposition of the strategy space \( \mathcal{X} \) into transitive skill layers \( \mathcal{X} = \mathcal{X}_1 \cup \cdots \cup \mathcal{X}_m \), where strategies in higher skill levels are generally superior to strategies in lower skill levels, but the payoff landscape within individual skill levels may be highly non-transitive. A symmetric zero-sum game is then called a Game of Skill if the middle skill layers are very large and contain a diverse range of strategies with their own relative strengths and weaknesses, but this richness disappears as we look towards the higher and lower skill levels, where skill takes precedence of style.

Adopting Nash clustering (that is, the iterated removal of maximal entropy mixed Nash equilibria from the strategy space) as a method for obtaining the skill layers, Czarniecki et al. [2] show that if a population \( P_t \) includes a full Nash cluster \( A_t \) and then trains by seeking \( x \in \mathcal{X} \) such that \( f(x, y) > 0 \) for every \( y \in A_t \), then improvement with respect to the Nash clustering is assured. However, even though \( f_0 \) and \( g_d \) fit the game of skill description with layers \( A_j := \{ x \in \mathcal{X}_n : |x| = j \} \) (noting that values of \( f_0(x, y) \) for \( |x| = |y| \) can be varied arbitrarily to give more richness within middle layers), two limitations arise with this approach.

1. The middle Nash clusters have size \( |A_n/2| = \Omega(2^n/\sqrt{n}) \), and so it is not computationally practical to use a population size capable of covering the full cluster.

2. In the case of \( g_d \), it is not true in general that there exists a strategy \( x \in A_j \) which wins against every \( y \in A_{j-1} \) (such \( x \) may exist in much higher levels than \( A_j \), but these are difficult to discover in a single step).

In light of these observations, \( G_n(\alpha, m) \) constitutes a class of of symmetric zero-sum games which are challenging to optimise, despite being constructed from the simple OneMax function.

### 1.4 Drift theorems

Here we quote two drift theorems to invoke later in our proofs. The first is an upper tail bound for multiplicative drift [6, 20] and the second is a negative drift theorem [29].
Theorem 1.6. Let \((X_t)_{t=0}^\infty\) be a stochastic process adapted to a filtration \((\mathcal{F}_t)_{t=0}^\infty\), taking values in a finite subset of \([0, 1]^n\) where \(x_{\text{min}} > 0\). Suppose that there exists \(\delta > 0\) such that \(\mathbb{E}[X_t - X_{t+1} | \mathcal{F}_t] \geq \delta X_t\) whenever \(X_t > 0\). Then, if \(X_0 > 0\), it holds for the first hitting time \(T := \min \{ t : X_t = 0 \}\) that
\[
\mathbb{P}[T > (\ln (X_0/x_{\text{min}})/\varepsilon)] < e^{-\varepsilon R}.
\]

Theorem 1.7. There is an absolute constant \(C > 0\) such that the following holds. Let \((X_t)_{t=0}^\infty\) be a stochastic process adapted to a filtration \((\mathcal{F}_t)_{t=0}^\infty\). Suppose there exists an interval \([a, b] \subseteq \mathbb{R}\) and positive numbers \(\varepsilon, k, r\) (each possibly depending on \(t = b - a\)), as well as a sequence of functions \(\Delta_t := \Delta_t(X_{t+1} - X_t)\) satisfying \(\Delta_t < X_{t+1} - X_t\), such that the following conditions hold for all \(t \geq 0\).

B1. \(\mathbb{E}[\Delta_t \cdot I(\Delta_t \leq k\varepsilon) - \varepsilon] < a < X_t < b < \mathcal{F}_t\)\).

B2. If \(a < X_t\) then \(\mathbb{E}[\Delta_t \leq \delta r] \geq e^{-r}\) for all \(n \in \mathbb{N}\).

B3. \(\lambda \geq 2n(4/\lambda\varepsilon)\) where \(\lambda := \min \{1/(2r), \varepsilon/(17r^2), 1/(k\varepsilon)\}\).

Then, if \(X_0 > b\) it holds for the first hitting time \(T := \min \{ t : X_t \leq a \}\) that
\[
\mathbb{P}[T \leq e^{\lambda t/4}] < Ce^{-\lambda t/4}.
\]

2 AN UPPER BOUND FOR THE RUNTIME OF UMDA ON DECEPTIVE ONE MAX GAMES

Instead of storing a population as an explicit set of individuals, estimation of distribution algorithms (EDAs) implicitly represent their current population as a probability distribution on the search space \([24]\). In each generation, a number of search points are sampled according to the current distribution, and the distribution is updated depending on the function values taken at those search points. One strength of EDAs is the high level of diversity among generated search points. Indeed, Doerr [4] showed that the compact Genetic Algorithm (cGA) can use this diversity to achieve a runtime of \(O(n \log n)\) on jump functions with jump size \(k = O(\log n)\), a significant improvement over the runtime of \(\Omega(n^2)\) needed for most classical evolutionary algorithms. A result of Witt [30] shows that a similar speedup occurs even if the optimum is shifted. EDAs may be also uniquely relevant to game theoretic settings, as a stored probability distribution can be interpreted as a mixed strategy. Despite this connection, and other successful runtime analysis results of EDAs in non-coevolutionary settings [3, 8, 29], our work constitutes the first runtime analysis for a coevolutionary EDA.

The simplest EDAs that operate on the search space \(X_n = \{0, 1\}^n\) make no direct attempt to correlate bits. The Univariate Marginal Distribution Algorithm (UMDA) stores the current population as a bit frequency vector \((p_1, \ldots, p_n)\), where \(p_i\) denotes the probability that the \(i^{\text{th}}\) bit is equal to 1 for a sampled individual. For classical optimisation of unary functions \(f : X_n \rightarrow \mathbb{R}\) the most general form of UMDA (as originally stated in [22]) is given by Algorithm 1 (where we recall \(\text{Bit}_n(p_1, \ldots, p_n)\), defined in Section 1.1, corresponds to UMDA’s method for search point generation). Central to the algorithm’s design is a choice of selection operator \(S : \mathbb{R}^d \rightarrow \mathcal{P}(\{0, 1\}^d)\).

Given individuals \(x_1, \ldots, x_j\), if \((j_1, \ldots, j_k) \sim \mathcal{S}(f(x_1), \ldots, f(x_j))\), then \((j_1, \ldots, j_k)\) should correspond to the indices of individuals from whom the the bit frequencies for the next generation will be derived. The most commonly adopted standard is to assume \(S\) deterministically selects the \(\mu\) indices corresponding to the highest \(\mu\) values of \(f(x_j)\).

In game theoretic settings, where we have \(f : X \times X \rightarrow \mathbb{R}\), the fitness of an individual cannot be evaluated in isolation, and so a selection procedure based on player interaction must be adopted. For our analysis, we opt to use a selection procedure similar to a binary tournament selection. The full version of our coevolutionary instance of UMDA is then given by Algorithm 2. To eliminate the possibility of infinite runtime, most formulations of UMDA additionally ensure that the frequencies \(p_i\) cannot be equal to either 0 or 1, typically by constraining them to the interval \([1/n, 1-1/n]\).

For the sake of simplicity, we forego this restriction, but we see no reason why the result would not hold with its inclusion.

Algorithm 1 UMDA with selection operator \(S : \mathbb{R}^d \rightarrow \mathcal{P}(\{0, 1\}^d)\)

Require: Function \(f : X_n \rightarrow \mathbb{R}\).

Require: Algorithm parameters \(\mu, \lambda \in \mathbb{N}\).

1: for \(i \in [n]\) do
2: \hspace{1em} Set \(p_{0,i} = 1/2\).
3: end for
4: for \(t \in \mathbb{N}\) until termination criterion met do
5: \hspace{1em} for \(j \in [\lambda]\) do
6: \hspace{2em} Sample \(x_j \sim \text{Bit}_n(p_{t,1}, \ldots, p_{t,n})\).
7: \hspace{1em} end for
8: \hspace{1em} Sample \((j_1, \ldots, j_k) \sim \mathcal{S}(f(x_1), \ldots, f(x_k))\).
9: \hspace{1em} for \(i \in [n]\) do
10: \hspace{2em} Set \(p_{t+1,i} = \frac{1}{\mu}[\{k \in [\mu] : x_{j_k} \text{ has a 1-bit in position } i\}]\).
11: \hspace{1em} end for
12: end for
13: end for

Algorithm 2 UMDA with binary tournament selection

Require: Antisymmetric function \(f : X_n \times X_n \rightarrow \mathbb{R}\).

Require: Algorithm parameter \(\mu \in \mathbb{N}\).

1: for \(i \in [n]\) do
2: \hspace{1em} Set \(p_{0,i} = 1/2\).
3: end for
4: for \(t \in \mathbb{N}\) until termination criterion met do
5: \hspace{1em} for \(j \in [\mu]\) do
6: \hspace{2em} Sample \(x \sim \text{Bit}_n(p_{t,1}, \ldots, p_{t,n})\).
7: \hspace{2em} Sample \(y \sim \text{Bit}_n(p_{t,1}, \ldots, p_{t,n})\).
8: \hspace{2em} if \(f(x, y) > 0\) then
9: \hspace{3em} Set \(p_{t+1,j} = x\).
10: \hspace{2em} else if \(f(x, y) < 0\) then
11: \hspace{3em} Set \(p_{t+1,j} = y\).
12: \hspace{2em} else if \(f(x, y) = 0\) then
13: \hspace{3em} Sample \(p_{t+1,j} \sim \text{Unif}(\{x, y\})\).
14: \hspace{2em} end if
15: \hspace{1em} end if
16: \hspace{1em} for \(i \in [n]\) do
17: \hspace{2em} Set \(p_{t+1,i} = \frac{1}{\mu}[\{j : p_{t+1,j} \text{ has a 1-bit in position } i\}]\).
18: \hspace{1em} end for
19: end for

We now state the main result for this section, which shows that UMDA is able to efficiently optimise \(m\)-deceptive OneMax games, even if \(m\) grows exponentially with \(n\).
Theorem 2.1. Let $\mathcal{A}$ be described by Algorithm 2. There is a constant $C > 0$ and a function $n_0 : \mathbb{R}^3 \to \mathbb{R}$ such that the following holds. Suppose $0 < \delta \leq \alpha < 1/2$, $K \geq 1$, and
\begin{equation}
\frac{CK}{\delta} \sqrt{n} \ln n \leq \mu \leq 2e^{\delta n/4}.
\end{equation}
Then, for any $g \in \mathcal{G}_n^\alpha(\alpha, (1 - \alpha + \delta)^{-n})$,
\begin{equation}
P[T(\mathcal{A}, g) \geq 50K\mu \sqrt{n} \log n] \leq n^{-K}.
\end{equation}

We remark that this result also implies that a non-coevolutionary version of UMDA using binary tournament selection optimises OneMax in time $O(n(\log n)^2)$. This almost matches the $O(\lambda \sqrt{n})$ when $\lambda = \Omega(\sqrt{n} \log n)$ bound proven by Witt [29] for the standard UMDA. In fact, interpreted in the setting where the OneMax function cannot be directly queried but instead only compared for pairs of search points, the two results broadly match when accounting for the fact that $\Omega(\lambda \log \lambda)$ comparisons (rather than $\lambda$ fitness evaluations) are needed to order $x_1, \ldots, x_{\lambda}$.

Central to the proof of Theorem 2.1 is showing that, provided no frequency has moved a significant distance away from the optimum, Algorithm 2 is extremely unlikely to generate a pair $x, y$ such that $g(x, y)$ differs from the corresponding $f_n$ function. This is handled by the following straightforward lemma, which is proven in Appendix B.1.

Lemma 2.2. Let $\alpha, \delta > 0$, and let $g \in \mathcal{G}_n^\alpha(\alpha, (1 - \alpha + \delta)^{-n})$ and $f \in \mathcal{F}_n^\alpha$ satisfy $A1$ and $A2$ (see Definition 1.5). Suppose $p = (p_1, \ldots, p_n) \in \left[\frac{1}{2} - \frac{\alpha}{4}, 1\right]^n$ and that $x, y$ are sampled independently according to $\text{Bit}_n(p)$. Then, $P(g(x, y) \neq f(x, y)) \leq e^{-\delta^2 n/8}$.

We are now ready to prove Theorem 2.1. We will prove the result with $C = 10^8$, although this is only used directly in Appendix B.4 and a smaller value of $C$ will likely suffice. We do not describe the function $n_0$ explicitly, but instead assume that $n$ is always sufficiently large for any relevant bounds to hold.

Proof of Theorem 2.1. Let $g \in \mathcal{G}_n^\alpha(\alpha, (1 - \alpha + \delta)^{-n})$ and let $f \in \mathcal{F}_n^\alpha$ be such that $A1$ and $A2$ hold. Without loss of generality, we may assume that $x^1 = 1^n$. Let $(\mathcal{T}_t)_{t=0}^\infty$ be the filtration generated by $(\langle p_{t,1}, \ldots, p_{t,n} \rangle)_{t=0}^\infty$. For $t \geq 0$ and $i \in [n]$, define
\begin{equation}
q_{t,i} := \mathbb{E}[p_{t+1,i} | \mathcal{T}_t],
\end{equation}
so that $(q_{t,1}, \ldots, q_{t,n})_{t=0}^\infty$ is a stochastic process adapted to $(\mathcal{T}_t)_{t=0}^\infty$. Equivalently, $q_{t,i}$ is the probability (in terms of $(p_{t,1}, \ldots, p_{t,n})$) that the individual $P_{t+1}(1)$ has a 1-bit in position $i$. Therefore, for each $i \geq 0$, because $p_{t,1}, \ldots, p_{t,n}$ are independent and identically distributed,
\begin{equation}
(\mu, \mu_{t+1} | \mathcal{T}_t) \sim \text{Bin}(\mu, q_{t,i}).
\end{equation}

The following claim, which is proven in Appendix B.2, will give us the required drift on the bit frequencies.

Claim 2.3. If $(p_{t,1}, \ldots, p_{t,n}) \in \left[\frac{1}{2} - \frac{\delta}{4}, 1\right]^n$, then
\begin{equation}
q_{t,i} \geq p_{t,i} \left(1 + \frac{1 - p_{t,i}}{2\sqrt{n}}\right) - 2e^{-\delta^2 n/8}.
\end{equation}

For $t \geq 0$, define
\begin{equation}
X_t = \begin{cases}
\frac{n}{\varepsilon} - \sum_{i \in [n]} p_{t,i} & \text{if } (p_{t,1}, \ldots, p_{t,n}) \in \left[\frac{1}{2} - \frac{\delta}{4}, 1\right]^n \\
0 & \text{otherwise},
\end{cases}
\end{equation}
so that $(X_t)_{t=0}^\infty$ is a stochastic process adapted to $(\mathcal{T}_t)_{t=0}^\infty$, taking values in a finite subset of $\{0\} \cup [1, \infty)$. We now define the following hitting times.
\begin{equation}
T_0 = \min \{t : X_t = 0\},
\end{equation}
\begin{equation}
T_{\text{good}} = \min \{t \in [n] : \sum_{i \in [n]} p_{t,i} < n - 1\},
\end{equation}
\begin{equation}
T_{\text{bad}} = \min \{t : (p_{t,1}, \ldots, p_{t,n}) \notin \left[\frac{1}{2} - \frac{\delta}{4}, 1\right]^n\}.
\end{equation}

Note that
\begin{equation}
T_0 \geq \min \{T_{\text{good}}, T_{\text{bad}}\}.
\end{equation}

If for some generation $t$ we find $\sum_{i \in [n]} p_{t,i} > n - 1$, then the bitstrings $P_t(1), \ldots, P_t(\mu)$ share more than $\mu(n-1)$ 1-bits between them, and so we must have $P_t(1) = 1^n$. For $j \in [n]$, the algorithm makes $\mu$ queries of $f$ per generation, we have $T(\mathcal{A}, g) \leq \mu T_{\text{good}}$. Therefore,
\begin{equation}
P[T(\mathcal{A}, g) \geq 50K\mu \sqrt{n} \log n] \leq P[T_{\text{good}}] \geq 50K\sqrt{n} \log n.
\end{equation}

Thus, all that remains is to prove the following claims.

Claim 2.4. $P[T_0 \geq 50K\sqrt{n} \log n] \leq \frac{1}{2} n^{-K}$.

Claim 2.5. $P[T_{\text{bad}} \leq 50K\sqrt{n} \log n] \leq \frac{1}{2} n^{-K}$.

Claim 2.4 follows from a fairly straightforward application of Claim 2.3 to Theorem 1.6. While Claim 2.5 is proven using Claim 2.3 with Theorem 1.7, the application is far less direct and requires some careful handling of the relevant stochastic processes. For this, we use a coupling argument which may be of independent interest. For proofs of these claims, we refer the reader to Appendices B.3 and B.4.

3 A LOWER BOUND FOR THE RUNTIME OF SINGLE-INDIVIDUAL ALGORITHMS ON DECEPTIVE ONEMAX GAMES

As a complementary result to Theorem 2.1, in this section we will prove that a broad class of single-individual algorithms, which retain only one search point as the current population in between generations, cannot guarantee a polynomial runtime on all instances of $\mathcal{G}_n(\alpha, (1 - \beta)^{-n})$. No assumption is made on the initial distribution used to sample the algorithm’s first search point. In terms of mutation, the only assumption is that mutation is unbiased [19], adopting the characterisation of Lemma 1 of [5] where a number $r \in \{0, \ldots, n\}$ is sampled according to a probability distribution $s$, and then a set of $r$ bits is selected uniformly at random to flip. (For simplicity, we choose to restrict $r$ to $\{0, \ldots, [n/2]\}$, but remark that our results still follow in the absence of this restriction with some additional details.)
Definition 3.1. Given $s \in \mathcal{P}([0, \ldots, |n/2|])$, let $M_s$ be the mutation operator such that, if $y \sim M_s(x)$, then for every $r \geq 0$ and $z \in S_r(x)$,

$$P(y = z) = \frac{s(r)}{|S_r(x)|} = \frac{\binom{r}{r}}{|S_r(x)|}.$$ 

Our memory-restricted model is described by Algorithm 3. Generation $t$ begins with the current individual $x_t$ from which offspring $y_1, \ldots, y_m$ are generated using $M_t$. Then, based solely on the values of $f(x, y)$ for $x, y \in \{y_1, \ldots, y_m, x_t\}$, the algorithm selects (perhaps probabilistically) an $x_{t+1}$ from $\{y_1, \ldots, y_m, x_t\}$. By identifying $y_{t+1}$ with $x_t$, this selection operator can be described formally as a map from the set of all possible $(\mu + 1) \times (\mu + 1)$ payoff matrices to the set of distributions on the index set $[\mu + 1]$, and so we adopt the following notation.

Definition 3.2. Given a function $f : X \times X \to \mathbb{R}$ and elements $x_1, \ldots, x_k \in X$, we use $A_f(x_1, \ldots, x_k)$ to denote the $k \times k$ real-valued matrix $A$ with entries given by $A_{ij} = f(x_i, x_j)$.

Algorithm 3: Single individual CoEA

Require: Antisymmetric function $f : X_n \times X_n \to \mathbb{R}$
Require: Offspring size $\mu \in \mathbb{N}$
Require: Initial distribution $p_{\text{init}} \in \mathcal{P}(X_n)$
Require: Unbiased mutation distribution $s \in \mathcal{P}([0, \ldots, |n/2|])$

Require: Selection operator $S : \text{Mat}_{\mu+1,\mu+1}(\mathbb{R}) \to \mathcal{P}([\mu + 1])$
1: Sample $x_0$ according to $p_{\text{init}}$
2: for $t \in \mathbb{N}$ until termination criterion met do
3: for $i \in [\mu]$ do
4: Sample $y_i \sim M_i(x_t)$.
5: end for
6: Set $y_{t+1} = x_t$
7: Sample $j \sim S(A_f(y_1, \ldots, y_{t+1}))$
8: Set $x_{t+1} = y_j$
9: end for

We now state the main result for this section. In consideration of Definition 1.3, we assume in the following that sampling from $\mathcal{S}$ requires at least $[\mu/2]$ queries of $f$, as this is the smallest number needed to include every new point in at least one query.

Theorem 3.3. There exists $c > 0$ and a function $n_0 : \mathbb{R}^2 \to \mathbb{N}$ such that the following holds. If $\alpha, \beta \in (0, 1/2)$ and $n \geq n_0(\alpha, \beta)$, then there exists $g \in G_n(\alpha, (1 - \beta)^n)$ such that, if $A$ is described by Algorithm 3, then

$$P[T(\mathcal{A}, g) \leq e^{\alpha n}] \leq e^{-\alpha n}.$$ 

The instance of $G_n(\alpha, (1 - \beta)^n)$ we will use to prove Theorem 3.3 is similar to the function $d_H$ described in Section 1.3, where a reliable fitness signal is generally unavailable for inputs $x, y$ with Hamming distance $d_H(x, y) \leq d = \Theta(n/\log n)$. The absence of a local fitness signal makes it difficult to exploit unbiased mutations of small Hamming distance, whereas unbiased mutations of large Hamming distance are vulnerable to genetic drift, thus making such a function challenging for Algorithm 3.

3.1 Dynamics of the initial distribution

The following lemma will be used to show that for any initial distribution $p_{\text{init}}$, we can choose $x^*$ such that $d_H(x^*) = 0$ and $D_{\text{init}}(x^*)$ is no more likely to generate a search point close to $x^*$ than if we had used the uniform distribution on $X_n$ in place of $p_{\text{init}}$. Its simple proof is given in Appendix B.5.

Lemma 3.4. For any $p \in \mathcal{P}(X_n)$ there exists $x^* \in X_n$ such that, if $x$ is sampled according to $p$ and $0 \leq m \leq |n/2|$, then

$$P(d_H(x, x^*) \leq m) \leq 2^{-H(m/|n| - 1)n},$$

where $H(q) := -q \log_2(q) - (1 - q) \log_2(1 - q)$ is the binary entropy function.

3.2 Dynamics of the mutation operator

The following lemma establishes some useful properties common to all unbiased mutation operators $M_t$. These properties together quantitatively describe the phenomenon that unbiased mutations cause drift towards bitstrings with an even distribution of 0-bits and 1-bits. Roughly speaking, the first property states that if $y \sim M_t(x)$, then with high probability either $d_H(x, y)$ is small or $|y|$ is significantly closer to $1/n$ than $|x|$ is. The second property states that if $y \sim M_t(x)$, then the random variable $|y|$ has an exponential upper tail. Finally, the third property states, with a precise bounding factor, that if $|x| \gg 1/n$ and $y \sim M_t(x)$, then $|y|$ is more likely to be smaller than $|x|$ rather than larger. For the statement, we recall that $B_r(x)$ is used to denote the Hamming ball of radius $r$. The proof is deferred to Appendix B.6.

Lemma 3.5. Given $\epsilon, \eta_0 > 0$, the following holds for any $s \in \mathcal{P}([0, \ldots, |n/2|])$ provided $n$ is sufficiently large. Given $x \in X_n$, let $p_x \in \mathcal{P}(X_n)$ be the probability mass function corresponding to the unbiased mutation operator $M_t(x)$. Set $\eta = \eta_0/\log n$ and, given $j$, write $A_j = \{y \in X_n : |y| = j\}$. Then the following properties hold.

C1 If $|x| < (1/2 + 2\epsilon + 3\eta)n$ and $n = 100\eta/n\epsilon$, then

$$P_x\left(A_{|x|+\epsilon}|\cap B_{\Theta(2\eta n)}(x)\right) \leq e^{-\Theta(n)}.$$ 

C2 For any $x \in X_n$, if $m = \max\{|x|, (1/2 + 2\epsilon)n\}$ and $j \geq 0$ then

$$P_x(A_{|x|+\epsilon}) \leq e^{-8\epsilon j}.$$ 

C3 If $(1/2 + \epsilon + \eta)n < |x| < (1/2 + 2\epsilon + 3\eta)n$ and $0 < k \leq \eta n$ then

$$P_x\left(A_{|x|-k}\right) \leq (1 - 4\epsilon k)^{n} \cdot P_x(A_{|x|-k}).$$

3.3 Dynamics of the selection operator

Roughly speaking, the following lemma (which is proven in Appendix B.7) will be used to show that if $D \subseteq X_n$ is a ‘deceptive region’, then the dynamics of Algorithm 3 will look like a random walk inside $D$.

Lemma 3.6. Let $X$ be a finite set, and let $f : X \times X \to \mathbb{R}$ be an antisymmetric function. Let $p \in \mathcal{P}(X)$, $\mu \in \mathbb{N}$, and let $S$ be a map from $\text{Mat}_{\mu+1,\mu+1}(\mathbb{R})$ to $\mathcal{P}([\mu+1])$. Suppose there are constants $f_0, f_1 \in \mathbb{R}$ and a non-empty subset $D \subseteq X$ such that $f(x, y) = f_0$ whenever $x, y \in D$ and $f(x, y) = f_1$ whenever $x \in D$ and $y \in \text{supp}(p) \setminus D$. Let $\mathcal{F} \subseteq X$ be fixed.
Let $y$ be the random variable defined by sampling $y_1, \ldots, y_p$ independently according to $p$, then sampling $j \sim S(A_f(y_1, \ldots, y_p, \mathbf{x}))$, and finally setting $y = y_j$ (where we identify $y_{p+1} = \mathbb{1}$). Then there exists a constant $c \in [0, 1]$ such that $\Pr(y = x) = c \cdot p(x)$ for every $x \in D \setminus \{\mathbb{1}\}$.

### 3.4 Proof of Theorem 3.3

We will take $\epsilon = 1/8$ in the following proof of Theorem 3.3. Even though a higher value of $\epsilon$ is implied by the proof, we opt to minimise the amount of detailed analysis of exact constants. For the same reason, we do not describe the function $\eta_0$ explicitly, but instead assume that $n$ is always sufficiently large for any appropriate bounds to hold.

**Proof of Theorem 3.3.** Set

$$d = \frac{n \log (1/1 - \beta)}{2 \log n}, \quad \epsilon = \frac{1 - \alpha}{3}, \quad \eta = \frac{ed}{100n} = \frac{e \log (1/1 - \beta)}{200 \log n}, \quad \gamma = e^{-\epsilon n^{1/3}}.$$

By Lemma 3.4, there exists some $x^* \in X_n$ such that

$$\Pr(d_{H}(x_0, x^*) < (1/2 - 2\epsilon)n) \leq 2^4 (H(1 - 2\epsilon) - 1)n \leq 8^n.$$

By relabelling bits, we may assume without loss of generality that $x^* = 1^n$.

Let

$$A = \{x \in X_n : |x| < (1/2 + 2\epsilon)n\},$$

$$B = \{x \in X_n : (1/2 + 2\epsilon)n \leq |x| < (1/2 + 3\eta)n\},$$

$$C = \{x \in X_n : (1/2 + 3\eta)n \leq |x|\}.$$

Note that

$$\Pr(x_0 \notin A) \leq 8^n.$$

Let $f \in F_n$ be the function given by

$$f(x, y) = \begin{cases} 
1 & \text{if } |x| > |y|, \\
0 & \text{if } |x| = |y|, \\
-1 & \text{if } |x| < |y|.
\end{cases}$$

Let $g : X_n \times X_n \rightarrow \{-1, 0, 1\}$ be the function given by

$$g(x, y) = \begin{cases} 
0 & \text{if } x, y \in B \text{ and } d_{H}(x, y) \leq d, \\
f(x, y) & \text{otherwise}.
\end{cases}$$

Note that for any $x \in X_n$,

$$|B_d(x)| = \sum_{r=0}^{d} |S_r(x)| \leq \sum_{r=0}^{d} n^r \leq (d + 1) \cdot n^d \leq n^{2d} = (1 - \beta)^{-n},$$

and so $g \in G_n^\infty(\alpha, 1 - \beta)^{-n}$.

Let $(x_r)^{\infty}_{r=0}$ denote the individuals generated by a run of Algorithm 3 on $g$. Let $T_C = \min\{t : x_t \in C\}$ so that, because each generation requires at least $\lceil\mu/2\rceil$ function evaluations, we have $T(\mathcal{A}, g) \geq \frac{\lceil\mu/2\rceil}{T_C}$. We will show that $\Pr(\lceil\mu/2\rceil \cdot T_C \leq e^{-n^{1/3}}) \leq e^{-n^{1/3}}$, thus proving the desired result. Note that if $\mu > 1/\gamma$ then

$$\Pr(\lceil\mu/2\rceil \cdot T_C \leq e^{-n^{1/3}}) \leq \Pr(\lceil\mu/2\rceil \cdot T_C \leq 1/2\gamma) = \Pr(T_C = 0)$$

$$= \Pr(x_0 \in C) \leq \Pr(x_0 \notin A) \leq 8^n \leq e^{-n^{1/3}},$$

and so we may additionally proceed under the assumption that $\mu \leq 1/\gamma$.

It is clear from the algorithm description that $(x_t)^{\infty}_{t=0}$ is a Markov chain. In fact, we can also show the following.

**Claim 3.7.** $(x_t)^{\infty}_{t=0}$ is a Markov chain taking values in the state space $\mathcal{S} := \{0, \ldots, n\}$.

**Sketch proof of Claim 3.7.** This follows from the fact that the dynamics of Algorithm 3, as well as the values taken by $g$, are unaffected by permuting bit positions. For a complete proof, see Appendix B.8.

Let us denote the transition probabilities of the chain $(x_t)^{\infty}_{t=0}$ as

$$q_{i,j} := \Pr(x_{t+1} = j | x_t = i).$$

Define $C(\epsilon) = 8\epsilon + 2 \cdot \max_{k \geq 0} \{k(1 - 4\epsilon^2)^k\}$ and

$$h(k) = \min\{k, C(\epsilon)\}.$$

In the following claims we collect two properties that will be used in the drift analysis later. While the proofs of these claims are deferred to Appendix B.9, we remark that Claim 3.8 follows from a simple application of C2, whereas the proof of Claim 3.9 involves a more detailed application of C3 together with Lemma 3.6.

**Claim 3.8.** If $0 \leq i \leq n$ and $i' = \max\{i, (1/2 + 2\epsilon)n\}$, then for any $j > 0$,

$$\sum_{k=j}^{n-j'} q_{i,i+k} \leq e^{C(1 - j - \epsilon)}.\quad (6)$$

**Sketch proof of Claim 3.8.** Apply C2 with a union bound. For a complete proof, see Appendix B.9.

**Claim 3.9.** If $(1/2 + 2\epsilon + \eta)n < i < (1/2 + 2\epsilon + 2\eta)n$ then

$$\sum_{k=-n}^{i} h(k) \cdot q_{i,k} \geq 2(1 - q_{i,k}) - 8\eta.\quad (7)$$

**Sketch proof of Claim 3.9.** Suppose that $x_t$ satisfies $|x_t| = i$. If $\sum_{k=-n}^{i} h(k) \cdot q_{i,k}$ is then the expected value of $h(|x_t| - |x_{t+1}|)$. Using C1, we can approximate $q_{i,k}$ by assuming that the mutants of $x_t$ all lie in $A \cup B_{d/2}(x_t)$. Under this regime, Lemma 3.6 implies that if $|x_{t+1}|$ departs from $|x_t|$ (which introduces the factor of $(1 - q_{i,k})$), but does not fall down to $A$ (in which case $h(|x_t| - |x_{t+1}|)$ is large), then the distribution of $x_{t+1}$ looks like a random mutation of $x_t$, in which case we expect $|x_{t+1}|$ to be smaller than $|x_t|$ on average due to C3. For a complete proof, see Appendix B.9.

Next, recalling $S = \{0, \ldots, n\}$, define

$$V = \{i \in S : q_{i,i} \leq e^{-n^{1/3}} \text{ and } i < (1/2 + 2\epsilon + 2\eta)n\},\quad (8)$$

$$W = \{i \in S : i \geq (1/2 + 2\epsilon + 2\eta)n\}.\quad (9)$$
Let $(Y_t)_{t=0}^\infty$ be the Markov chain with the same initial distribution as $(|x_t|)_{t=0}^\infty$, but with transition probabilities given by

$$P_Y(i, j) = \begin{cases} q_{i,j} & \text{if } i \in V \cup W, \\ q_{i,j} \cdot \frac{1}{N} & \text{if } i \notin V \cup W \text{ and } i \neq j, \\ 0 & \text{if } i \notin V \cup W \text{ and } i = j. \end{cases} \quad (12)$$

**Claim 3.10.** If $R \subseteq S$, then the first hitting time $\min \{ t : Y_t \in R \}$ is stochastically dominated by $\min \{ t : |x_t| = \epsilon \}$.

**Sketch proof of Claim 3.10.** $(Y_t)_{t=0}^\infty$ can be simulated by considering a run of $(|x_t|)_{t=0}^\infty$ and skipping any $t$ for which $|x_t| = |x_{t-1}| = \epsilon$ for some $i \notin V \cup W$. In this way, $(Y_t)_{t=0}^\infty$ is simply an accelerated version of $(|x_t|)_{t=0}^\infty$. For a complete proof, see Appendix B.10.

Let us define the following hitting times for $Y$.

$$T^\text{hit}(V) = \min \{ t : Y_t \in V \}, \quad T^\text{hit}(W) = \min \{ t : Y_t \in W \}.$$

We are now ready to define the stochastic process to which drift analysis will be applied. Let $(\mathcal{F}_t)_{t=0}^\infty$ denote the filtration generated by $(Y_t)_{t=0}^\infty$. Let $(Z_t)_{t=0}^\infty$ be the stochastic process taking values in $\{0, \ldots, \frac{1}{2} - 2\epsilon\} \cup \{\infty\}$ defined by

$$Z_t = \begin{cases} n - \max \{ Y_t, (\frac{1}{2} + 2\epsilon) n \} & \text{if } t < T^\text{hit}(V), \\ n & \text{if } t \geq T^\text{hit}(V), \end{cases}$$

so that $(Z_t)_{t=0}^\infty$ is adapted to $(\mathcal{F}_t)_{t=0}^\infty$. Define

$$T^* = \min \{ t : Z_t \leq (\frac{1}{2} - 2\epsilon - 2\eta)n \}.$$

We now have the following claim.

**Claim 3.11.** $P[T^* \leq e^{n/\epsilon}] \leq e^{-n/\epsilon}$. 

**Sketch proof of Claim 3.11.** The result follows from an application of Theorem 1.7 with $a = (\frac{1}{2} - 2\epsilon - 2\eta)n$, $b = (\frac{1}{2} - 2\epsilon - \eta)n$, $t = b - a = \eta n$, $\kappa = C(\epsilon)/\epsilon$, $r = n^{1/3}$, and

$$\Delta_t = h(Z_{t+1} - Z_t) = \min \{ Z_{t+1} - Z_t, C(\epsilon) \}.$$

In the application, Claim 3.9 is used to verify B1, and Claim 3.8 is used to verify B2. For a complete proof, see Appendix B.11.

Let us define the first departure time of $(Y_t)_{t \geq 0}$ from $V$ as $T^\text{dep}_Y(V) = \min \{ t : Y_{t-1} \in V, Y_t \notin V \}$, and note that for any $\tau \geq 0$,

$$P[T^\text{dep}_Y(V) \leq \tau] \leq \sum_{i=1}^\tau P(Y_{i-1} \in V \land Y_t \notin V) \leq \tau \cdot \sup_{i \in V} P(Y_t \notin V \mid Y_{t-1} = i) \leq \tau \cdot e^{-\epsilon n/3} \leq \tau \cdot e^{-\epsilon n/3}. \quad (13)$$

If $Y_V \neq W$ then $Y_\epsilon \geq (\frac{1}{2} + 2\epsilon + 2\eta)n$, and so either $Z_t \leq (\frac{1}{2} - 2\epsilon - 2\eta)n$ or $t \geq T^\text{hit}(V)$. In particular, $T^\text{hit}(W) \geq \min \{ T^*, T^\text{hit}(V) \}$. However, if $T^\text{hit}(W) > T^\text{hit}(V)$, then in fact we have $T^\text{hit}(W) > T^\text{dep}(V)$, as $W \cap V = \emptyset$. Therefore, we can deduce that

$$T^\text{hit}(W) \geq \min \{ T^*, T^\text{dep}(V) \}. \quad (15)$$

By applying Claim 3.10 with $R = W$, $T^\text{hit}(W)$ is stochastically dominated by $\min \{ t : |x_t| > (\frac{1}{2} + \epsilon 2 + 2\eta)n \}$, which is in turn stochastically dominated by $T_C$. Combining these observations, we can conclude that

$$P[T^* \leq e^{n/\epsilon}] \leq P[T_C \leq e^{n/\epsilon}] \leq P[T^\text{hit}(W) \leq e^{n/\epsilon}] \leq \frac{1}{2} e^{-n/\epsilon} + P[T^\text{dep}(V) \leq e^{n/\epsilon}] \leq \frac{1}{2} e^{-n/\epsilon} + e^{-\epsilon n/3} \leq e^{-n/\epsilon},$$

thus proving the theorem. \qed

**4 CONCLUDING REMARKS**

We have shown that a coevolutionary instance of UMDA is able to efficiently discover the Nash equilibrium for a large class of symmetric zero-sum games on which single-individual algorithms cannot guarantee polynomial runtime. A difficult subclass of these games are those that are locally flat, in the sense that strategies that are similar to each other will only result in draws. The proof for single-individual algorithms relies closely on the fact that, regardless of the selection operator, a local search performed on a locally flat game resembles a random walk with steps generated by the mutation operator. On the other hand, UMDA overcomes this challenge by using estimation of distribution to generate a much richer diversity of search points for comparison.

Even if we require distinct strategies to never draw (either by restricting the definition of $G_n(a, m)$ or instead by determining the winner probabilistically in such cases), both of our results still follow with some straightforward modification of the proofs. This may be noteworthy as games where similar opponents exhibit random-like payoffs may be more realistic than a locally flat payoff landscape.

Two natural open questions arise from our results. The first asks how far the class $G_n(a, m)$ can be generalised. While Definition 1.5 is general enough to allow for a large range of payoff landscapes within and around individual skill levels, the overall geometry is still fundamentally underpinned by OneMax. It would be interesting to know how the behaviour of coevolutionary algorithms would be affected if we used a different pseudo-Boolean function or a different representation of skill-based games.

We can also ask for a more precise description of exactly what level or type of population diversity would suffice to efficiently optimise instances of $G_n(a, m)$. In terms of their ability to generate diverse search points, EDAs and single-individual algorithms lie at two extreme ends of the spectrum, inviting the question of what behaviour we would find for population based algorithms which do not utilise estimation of distribution. As one possible direction, we conjecture that, in the absence of diversity promoting features such as crossover or archives, population based coevolutionary algorithms offer no substantial improvement over single-individual algorithms on our problem class.
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A CONCENTRATION INEQUALITIES

In several places throughout the appendix, we will need to show that certain random variables are unlikely to deviate significantly from their expectation. To assist with this, we will use McDiarmid’s inequality [21].

**Theorem A.1.** Suppose \( f : X_1 \times \ldots \times X_n \to \mathbb{R} \) has the property that substituting the value of the \( i \)-th coordinate changes the value of \( f \) by at most \( c_i \). Suppose that \( X_1, \ldots, X_n \) are independent random variables where \( X_i \in \mathcal{X}_i \) for each \( i \in \{n\} \). Then, for any \( t > 0 \),

\[
\mathbb{P}(f(X_1, \ldots, X_n) > f(X_1, \ldots, X_n) + t) \leq \exp\left(-\frac{2t^2}{\sum c_i^2}\right),
\]

\[
\mathbb{P}(f(X_1, \ldots, X_n) < f(X_1, \ldots, X_n) - t) \leq \exp\left(-\frac{2t^2}{\sum c_i^2}\right).
\]

In most cases, we will need to have concentration for sums of Bernoulli variables. The following corollary of Theorem A.1 will be convenient for such cases (although we remark that a Chernoff bound would also suffice).

**Corollary A.2.** Let \( X_1, \ldots, X_n \) be independent random variables taking values in \( \{0, 1\} \), and let \( X \equiv \sum_{i \in \{n\}} X_i \). Then, for any \( t > 0 \),

\[
\mathbb{P}(X > \mathbb{E}[X] + t) \leq \exp(-2t^2/n),
\]

\[
\mathbb{P}(X \leq \mathbb{E}[X] - t) \leq \exp(-2t^2/n).
\]

**Proof.** Apply Theorem A.1 with \( f(x_1, \ldots, x_n) = \sum_{i \in \{n\}} x_i \) and \( c_1 = \ldots = c_n = 1 \).

---

**B DEFERRED PROOFS**

**B.1 Proof of Lemma 2.2**

In the following proof of Lemma 2.2, we make use of the AM-GM inequality, which asserts that

\[
\prod_{i \in \{n\}} x_i^{1/n} \leq \frac{1}{n} \sum_{i \in \{n\}} x_i
\]

(16)
holds for any non-negative real numbers $x_1, \ldots, x_n$.

**Proof of Lemma 2.2.** First, if $\sum_{i \in [n]} p_i \geq (1 - \alpha + \delta/4)n$, then by applying Corollary A.2 to the random variable $|x|$ (and noting that $x^2 = 1^n$),
\[
\mathbb{P}(g(x, y) \neq f(x, y)) \leq \mathbb{P}(|x| < (1 - \alpha)n) \\
\leq \mathbb{P}(|x| \leq \mathbb{E}(|x|) - \delta n/4) \\
\leq \exp(-2(\delta n/4)^2/n) = e^{-\delta^2 n/8}.
\]

Thus, we may assume instead that $\sum_{i \in [n]} p_i < (1 - \alpha + \delta/4)n$. But then, for any $y \in X_n$,
\[
\mathbb{P}(y = z) \leq \prod_{i \in [n]} \max\{p_i, 1 - p_i\} \leq \prod_{i \in [n]} (p_i + \delta/2) \\
\leq \left(\frac{1}{2} \sum_{i \in [n]} (p_i + \delta/2)\right)^n \leq (1 - \alpha + \frac{3\delta}{4})^n,
\]
where the second inequality follows because
\[
1 - p_i < 1 - (\frac{1}{2} - \frac{\delta}{4}) = \left(\frac{1}{2} - \frac{\delta}{4}\right) + \frac{\delta}{2} < p_i + \frac{\delta}{2}
\]
for every $i \in [n]$. Therefore,
\[
\mathbb{P}(g(x, y) \neq f(x, y)) \leq \left(\frac{1 - \alpha + \frac{3\delta}{4}}{1 - \alpha + \delta}\right)^n \leq (1 - \delta/8)^n \leq e^{-\delta^2 n/8},
\]
as required. \hfill \Box

### B.2 Proof of Claim 2.3

We require the following simple property of sums of independent Bernoulli variables, which we prove before continuing to the proof of Claim 2.3.

**Lemma B.1.** Let $X_1, \ldots, X_n, Y_1, \ldots, Y_n$ be independent random variables taking values in $\{0, 1\}$ such that $\mathbb{P}(X_i = 1) = \mathbb{P}(Y_i = 1)$ for every $i \in [n]$. Let $X = \sum_{i \in [n]} X_i$ and $Y = \sum_{i \in [n]} Y_i$. Then,
\[
\mathbb{P}(X = Y) \geq \frac{3}{4} \sqrt{n} e^{-2}.
\]

**Proof.** For each $k \in \mathbb{N}$ let $q_k = \mathbb{P}(X = k)$. Let $m_1 = \lfloor \mathbb{E}[X] - \sqrt{n}\rfloor$ and $m_2 = \lceil \mathbb{E}[X] + \sqrt{n}\rceil$. By Corollary A.2
\[
\mathbb{P}(X \leq \mathbb{E}[X] - \sqrt{n}) \leq 2e^{-2}.
\]
By Jensen’s inequality (applied with the function $f(x) = x^2$),
\[
\frac{\sum_{k = m_1}^{m_2} q_k^2}{m_2 - m_1 + 1} \geq \left(\frac{\sum_{k = m_1}^{m_2} q_k}{m_2 - m_1 + 1}\right)^2.
\]
Therefore, because $X$ and $Y$ are independent and identically distributed,
\[
\mathbb{P}(X = Y) = \sum_{k \in \mathbb{N}} \mathbb{P}(X = k \land Y = k) = \sum_{k \in \mathbb{N}} q_k^2 \geq \sum_{k = m_1}^{m_2} q_k^2 \\
\geq \frac{\sum_{k = m_1}^{m_2} q_k^2}{m_2 - m_1 + 1} \geq \frac{\mathbb{P}(X \leq \mathbb{E}[X] - \sqrt{n})^2}{2 \sqrt{n} + 3} \\
\geq \frac{(1 - 2e^{-2})^2}{2 \sqrt{n} + 3} \geq \frac{1}{4 \sqrt{n} + 6},
\]
as required. \hfill \Box

For conciseness, we use $\mathbb{P}(\cdot)$ in place of $\mathbb{P}(\cdot \mid \mathcal{F}_i)$ in the following proof of Claim 2.3.

**Proof of Claim 2.3.** For an arbitrary $j \in [\mu]$, we will analyse the probability that $P_{t+1}(j)$ has a 1-bit in position $i$, where $P_{t+1}(j)$ is sampled according to the process described in lines 6-14 of Algorithm 2. Let $x$ and $y$ be the bitstrings sampled at the beginning of this procedure, so that $x$ and $y$ are sampled independently according to $\text{Bit}_n(p_1, \ldots, p_n)$. For $a, b \in \{0, 1\}$, let $A_{a,b}$ be the event that $x$ has an $a$-bit in position $i$ and $y$ has a $b$-bit in position $i$. By Lemma 2.2,
\[
\mathbb{P}(A_{01} \land g(x, y) = 1) \leq \mathbb{P}(A_{01} \land g(x, y) = 1) + e^{-\delta^2 n/8}.
\]

Furthermore, by the symmetry of the selection process and the fact that $g(x, y) = -g(y, x)$, we have for any $k \in \{-1, 0, 1\}$ that
\[
\mathbb{P}(A_{10} \land g(x, y) = k) = \mathbb{P}(A_{01} \land g(y, x) = k) = \mathbb{P}(A_{01} \land g(y, x) = -k).
\]

In addition,
\[
\mathbb{P}(f(x, y) = 1 \mid A_{10}) \geq \mathbb{P}(|x| > |y| \mid A_{10})
\]
\[
= \mathbb{P}\left(\sum_{j \neq i} x^{(j)} \geq \sum_{j \neq i} y^{(j)}\right) \\
= \frac{1}{2} \left(1 + \mathbb{P}\left(\sum_{j \neq i} x^{(j)} = \sum_{j \neq i} y^{(j)}\right)\right)
\]
\[
\geq \frac{1}{2} \left(1 + \frac{1}{4 \sqrt{n} - 1 + 6}\right)
\]
\[
= \frac{1}{2} \left(1 + \frac{1}{5 \sqrt{n}}\right).
\]
If $A_{11}$ occurs, then $P_{t+1}(j)$ will have a 1-bit in position $i$ with probability 1. If $A_{10}$ occurs, then $P_{t+1}(j)$ will have a 1-bit in position $i$ with probability $1$ if $g(x, y) = 1$, probability $\frac{1}{2}$ if $g(x, y) = 0$, and probability $0$ if $g(x, y) = -1$. Similarly, if $A_{01}$ occurs, then $P_{t+1}(j)$ will have a 1-bit in position $i$ with probability 1 if $g(x, y) = -1$, probability $\frac{1}{2}$ if $g(x, y) = 0$, and probability 0 if $g(x, y) = 1$. Therefore,
\[
q_{t,i} = \mathbb{P}(A_{11}) + \mathbb{P}(A_{10} \land g(x, y) = 1) + \mathbb{P}(A_{01} \land g(x, y) = -1)
\]
\[
= \frac{1}{2} \mathbb{P}(A_{11}) + \frac{1}{2} \mathbb{P}(A_{10} \land g(x, y) = 0) + \frac{1}{2} \mathbb{P}(A_{01} \land g(x, y) = 0)
\]
\[
= \mathbb{P}(A_{11}) + 2 \cdot \mathbb{P}(A_{10} \land g(x, y) = 1) + \mathbb{P}(A_{10} \land g(x, y) = 0)
\]
\[
\geq \mathbb{P}(A_{11}) + 2 \cdot \mathbb{P}(A_{10} \land g(x, y) = 1)
\]
\[
\geq \frac{1}{2} \mathbb{P}(A_{11}) + 2 \cdot \mathbb{P}(A_{10} \land g(x, y) = 1) \\
= \frac{1}{2} \mathbb{P}(A_{11}) + 2 \cdot \mathbb{P}(f(x, y) = 1 \mid A_{10}) - 2e^{-\delta^2 n/8}
\]
\[
= q_{t,i} \left(1 + \frac{1 - q_{t,i}}{5 \sqrt{n}}\right) - 2e^{-\delta^2 n/8},
\]
as required. \hfill \Box

### B.3 Proof of Claim 2.4

We require the following straightforward lemma, which we prove before continuing to the proof of Claim 2.4

**Lemma B.2.** Let $a, b \in \mathbb{R}$ and $p_1, \ldots, p_n \in [a, b]$. Then
\[
\sum_{i \in [n]} p_i^2 \leq (b + a) \sum_{i \in [n]} p_i - abn.
\]
Therefore, by applying Theorem 1.6 with $K$ as required.

Proof of Claim 2.4. Recall that $(X_t)_{t=0}^∞$ is a stochastic process adapted to $(\mathcal{F}_t)_{t=0}^∞$ taking values in a finite subset of $[0] ∪ [1, ∞)$. If $X_t > 0$, then $(p_{t,1}, \ldots, p_{t,n}) ∈ [1/2, 1/4]^n$, $\sum_{i∈[n]} p_{t,i} ≤ n - 1$, and

\[ X_t = n - \sum_{i∈[n]} p_{t,i} \]

It also holds that

\[ X_{t+1} ≤ n - \sum_{i∈[n]} p_{t+1,i}. \]  

Because $δ < 1/2$ is an assumption of Theorem 2.1, we can apply Lemma B.2 with $a = \frac{1}{2}$, $b = 1$, and $S = n - X_t$ to obtain

\[ \sum_{i∈[n]} p_{t,i}^2 ≤ \frac{1}{4}(n - X_t) - \frac{3}{8}n = n - X_t - \frac{3}{8}X_t. \]

Therefore,

\[ \mathbb{E}[X_t - X_{t+1} | \mathcal{F}_t] \overset{(22)}{=} n - \sum_{i∈[n]} p_{t,i} - \mathbb{E}[X_{t+1} | \mathcal{F}_t] \]

\overset{(23)}{=} n - \sum_{i∈[n]} p_{t,i} - \sum_{i∈[n]} \mathbb{E}[p_{t+1,i} | \mathcal{F}_t] \overset{(3)}{=} \sum_{i∈[n]} (q_{t,i} - p_{t,i}) \overset{ Claim 2.3} {=} \sum_{i∈[n]} \left( \frac{p_{t,i}(1 - p_{t,i}) - 2e^{-δ^2n/8}}{5\sqrt{n}} \right) \overset{(24)}{=} \frac{3}{40\sqrt{n}} X_t - 2n e^{-δ^2n/8} ≥ \frac{1}{20\sqrt{n}} X_t, \]

where in the final inequality, we have used that

\[ 2n e^{-δ^2n/8} ≤ 1/(40\sqrt{n}) ≤ X_t/(40\sqrt{n}). \]

Therefore, by applying Theorem 1.6 with $δ = 1/(20\sqrt{n})$, $x_{min} = 1$, $r = 2K \ln n$, and noting that $X_0 = n/2$, we can compute that for any $K ≥ 1$,

\[ \mathbb{P}[T_0 ≥ 50K\sqrt{n} \ln n] ≤ \mathbb{P}[T_0 > [20\sqrt{n}(\ln (n/2) + 2K \ln n))] \]

\[ ≤ e^{-2K \ln n} = n^{-2K} ≤ \frac{1}{4}n^{-K}, \]

as required.

Proof of Claim 2.5

At first glance, a proof strategy for deriving a lower tail bound on the random variable

\[ T_{bad} := \min \{ t : (p_{t,1}, \ldots, p_{t,n}) ∉ [\frac{1}{2} - \frac{δ}{4}, \frac{1}{2}]^n \} \]

might be to apply a negative drift theorem to each of the bit frequencies $(p_{t,i})_{t=0}^∞$ and then take a union bound. Indeed, it seems reasonable that Claim 2.3 (together with (3)) could be used to verify conditions B1-B3 in Theorem 1.7 (just as it was used to verify the conditions of Theorem 1.6 when proving an upper tail bound on $T_0$). However, two main complications arise with this approach.

(a) Claim 2.3 only applies if $(p_{t,1}, \ldots, p_{t,n}) ∈ [\frac{1}{2} - \frac{δ}{4}, \frac{1}{2}]^n$, and so obtaining a lower bound on $\mathbb{E}[p_{t+1,i} : a < p_{t,i} < b | \mathcal{F}_t]$ in isolation is impossible without also accounting for the behaviour of the other bit frequencies.

(b) The actual value of $q_{t,i}$ is significantly larger than the lower bound provided by Claim 2.3, then there may not be a suitable choice of $Δ := Δ_t(p_{t+1,i} - p_{t,i})$ and $κ$ in Theorem 1.7 for B1 to hold.

Handling (a) is relatively straightforward – instead of examining $(p_{t,i})_{t=0}^∞$, we consider the process $(Y_t)_{t=0}^∞$ defined by

\[ Y_{t,i} = \begin{cases} \mu : \max (p_{t,i}, (\frac{1}{2} - \frac{δ}{4})) & \text{if } t < T_{bad}, \\ \mu & \text{otherwise.} \end{cases} \]

so that Claim 2.3 always applies when $(\frac{1}{2} - \frac{δ}{4}) ≤ Y_{t,i} < μ$ (note here that scaling by $μ$ is purely for ease of notation). Handling (b) is considerably more subtle – for this we will introduce a new Markov chain $(Z_t)_{t=0}^∞$, much more amenable to the application of the negative drift theorem, and use $(Z_t)_{t=0}^∞$ to ‘bound $(Y_t)_{t=0}^∞$ from below’, in a very precise sense based on a coupling which we introduce in the next section.

**B.4.1 A coupling result.** In order to formally establish the relationship between $(Y_t)_{t=0}^∞$ and $(Z_t)_{t=0}^∞$, we must first extend our notation of stochastic domination slightly. Recall from Section 1.1 that $X$ is said to stochastically dominate $Y$, written $X ≺ Y$, if $\mathbb{P}(X ≤ z) ≤ \mathbb{P}(Y ≤ z)$ holds for all $z ∈ ℝ$. Because stochastic domination depends only on the distribution functions on $ℝ$ induced by $X$ and $Y$, this relation can just as easily apply to real-valued random variables which are not defined on the same probability spaces, as follows.

**Definition B.3.** Suppose $(Ω_1, \mathcal{F}_1, \mathbb{P}_1)$ and $(Ω_2, \mathcal{F}_2, \mathbb{P}_2)$ are probability spaces, and that $X_1 : Ω_1 → ℝ$ and $X_2 : Ω_2 → ℝ$ are real-valued random variables. Then $X_1$ stochastically dominates $X_2$, written $X_1 ≺ X_2$, if $\mathbb{P}_1(X_1 ≤ x) ≤ \mathbb{P}_2(X_2 ≤ x)$ holds for all $x ∈ ℝ$.

One notable instance of Definition B.3 will be when the random variables are subject to conditioning, as follows.

**Definition B.4.** Given a random variable $X$ defined on a probability space $(Ω, \mathcal{F}, \mathbb{P})$ and an event $E ∈ \mathcal{F}$, we write $(X | E)$ to denote an instance of $X$ defined on the probability space $(Ω, \mathcal{F}, \mathbb{P} | E)$.

Accordingly, if $X_1$ and $X_2$ are real-valued random variables defined on probability spaces $(Ω_1, \mathcal{F}_1, \mathbb{P}_1)$ and $(Ω_2, \mathcal{F}_2, \mathbb{P}_2)$, and $E_1 ∈ \mathcal{F}_1$ and $E_2 ∈ \mathcal{F}_2$ are events, then we write $(X_1 | E_1) ≺ (X_2 | E_2)$ if $\mathbb{P}_1(X_1 ≤ x | E_1) ≤ \mathbb{P}_2(X_2 ≤ x | E_2)$ holds for all $x ∈ ℝ$. 

We are now ready to introduce couplings of random variables, which is the main tool for this section. In the following, $X \overset{d}{=} Y$ is used to denote that $X$ and $Y$ are equal in distribution.

**Definition B.5.** Suppose $X_1$ and $X_2$ are random variables defined on probability spaces $(\Omega_1, \mathcal{F}_1, P_1)$ and $(\Omega_2, \mathcal{F}_2, P_2)$. A coupling of $X_1$ and $X_2$ is a pair $(X_1, X_2)$ of random variables defined on a new probability space $(\Omega, \mathcal{F}, P)$ such that $X_1 \overset{d}{=} X_1$ and $X_2 \overset{d}{=} X_2$.

If there is a coupling $(\tilde{X}_1, \tilde{X}_2)$ of $X_1$ and $X_2$ such that $P(\tilde{X}_1 = X_1) = 1$, then we can observe that for any $x \in \mathbb{R}$,

$$P_1(\tilde{X}_1 \leq x) = P(\tilde{X}_1 \leq x) < P(\tilde{X}_2 \leq x) = P_2(\tilde{X}_2 \leq x),$$

and so $X_1 \geq X_2$. In fact it is well-known that the converse also holds, and so we have the following (see [7, Theorem 1.8.10]).

**Theorem B.6.** For real-valued random variables $X_1$ and $X_2$, $X_1$ stochastically dominates $X_2$ if and only if there is a coupling $(\tilde{X}_1, \tilde{X}_2)$ of $X_1$ and $X_2$ such that $P(\tilde{X}_1 \geq \tilde{X}_2) = 1$.

In such cases, $(\tilde{X}_1, \tilde{X}_2)$ is called a monotone coupling of $X_1$ and $X_2$. In the following lemma, we extend the existence of a monotone coupling to stochastic processes. The subsequent corollary then relates this extension to applications which involve hitting times. (Note that going forward, if the underlying probability spaces are clear from context, we will omit the subscripts from $P_1$ and $P_2$, as has been the convention prior to this section.)

**Lemma B.7.** Suppose $(Y_t)_{t=0}^{\infty}$ and $(Z_t)_{t=0}^{\infty}$ are stochastic processes taking values in a finite set $S \subseteq \mathbb{R}$ which satisfy the following property.

**D** For every $t \geq 0$, if $y_0, \ldots, y_{t-1}, z_0, \ldots, z_{t-1} \in S$ are such that $y_s \geq z_s$ for every $0 \leq s < t$, then $(Y_t | Y_0 = y_0, \ldots, Y_{t-1} = y_{t-1}) > (Z_t | Z_0 = z_0, \ldots, Z_{t-1} = z_{t-1}).$

Then there is a coupling $((\tilde{Y}_t)_{t=0}^{\infty}, (\tilde{Z}_t)_{t=0}^{\infty})$ of $(Y_t)_{t=0}^{\infty}$ and $(Z_t)_{t=0}^{\infty}$ such that $P(\Lambda_{t>0}(\tilde{Y}_t \geq \tilde{Z}_t)) = 1$.

**Proof.** For every $t \geq 0$ and $y_0, \ldots, y_{t-1}, z_0, \ldots, z_{t-1} \in S$, let $(\tilde{Y}_t(y_0, \ldots, y_{t-1}), \tilde{Z}_t(z_0, \ldots, z_{t-1}))$ be a coupling of $(Y_t | Y_0 = y_0, \ldots, Y_{t-1} = y_{t-1})$ and $(Z_t | Z_0 = z_0, \ldots, Z_{t-1} = z_{t-1})$, chosen such that

(i) by **D**, the coupling is monotone whenever $y_s \geq z_s$ for every $0 \leq s < t$, and

(ii) each coupling is independent of every other coupling.

(We remark that this family of couplings includes a monotone coupling $(\tilde{Y}_0(), \tilde{Z}_0())$ of $Y_0$ and $Z_0$.)

Now, for each $t \geq 0$, define inductively

$$\tilde{Y}_t = \tilde{Y}_t(y_0, \ldots, y_{t-1}), \quad \tilde{Z}_t = \tilde{Z}_t(z_0, \ldots, z_{t-1}).$$

(25)

First, let us verify that $((\tilde{Y}_t)_{t=0}^{\infty}, (\tilde{Z}_t)_{t=0}^{\infty})$ is an equal in distribution. Because, by (ii), $\{\tilde{Y}_t(y_0, \ldots, y_{t-1}) : t \geq 0 \text{ and } y_0, \ldots, y_{t-1} \in S\}$ is an independent family of random variables,

$$P(\tilde{Y}_0 = y_0 \wedge \ldots \wedge \tilde{Y}_t = y_t) = \sum_{s=0}^{t} P(\tilde{Y}_s = y_s | \Lambda_{t<s}(\tilde{Y}_t = y_t))$$

$$= \sum_{s=0}^{t} P(\tilde{Y}_s(y_0, \ldots, y_{s-1}) = y_s).$$

(26)

Additionally, because $\tilde{Y}_t(y_0, \ldots, y_{t-1})$ and $(Y_t | \Lambda_{t<s}(\tilde{Y}_t = y_t))$ are equal in distribution, we always have

$$P(\tilde{Y}_t(y_0, \ldots, y_{t-1}) = y_t) = P(Y_t = y_t | \Lambda_{t<s}(\tilde{Y}_t = y_t)).$$

(27)

Thus, it holds for every $t \geq 0$ and $y_0, \ldots, y_{t-1}, z_0, \ldots, z_{t-1} \in S$ that

$$P(\tilde{Y}_0 = y_0 \wedge \ldots \wedge \tilde{Y}_t = y_t) = \sum_{s=0}^{t} P(\tilde{Y}_s = y_s | \Lambda_{t<s}(\tilde{Y}_t = y_t)) = P(y_0 \wedge \ldots \wedge y_t) = y_t,$$

and hence $\tilde{Y}_t(y_0, \ldots, y_{t-1})$ and $Y_t(y_0, \ldots, y_{t-1})$ are equal in distribution. Similarly, $(\tilde{Z}_t)_{t=0}^{\infty}$ and $(Z_t)_{t=0}^{\infty}$ are equal in distribution, and so $((\tilde{Y}_t)_{t=0}^{\infty}, (\tilde{Z}_t)_{t=0}^{\infty})$ is indeed a coupling of $(Y_t)_{t=0}^{\infty}$ and $(Z_t)_{t=0}^{\infty}$.

Finally, let us verify that $P(\Lambda_{t>0}(\tilde{Y}_t \geq \tilde{Z}_t)) = 1$. To do this, we first claim by induction that

$$P(\Lambda_{t>0}(\tilde{Y}_t \geq \tilde{Z}_t)) = 1$$

holds for every $t \geq 0$. Indeed, the case $t = 0$ holds because, by (i), $(\tilde{Y}_0, \tilde{Z}_0) := (Y_0, Z_0)$ is a monotone coupling of $Y_0$ and $Z_0$. For the case $t > 0$, first set $Q = \{y, z \in S^2 : y \geq z\}$ and note that for any $(y_0, z_0), \ldots, (y_{t-1}, z_{t-1}) \in Q$,

$$P(\tilde{Y}_t \geq \tilde{Z}_t | \Lambda_{t<s}(\tilde{Y}_s \geq \tilde{Z}_s)) = \sum_{(y_0, z_0), \ldots, (y_{t-1}, z_{t-1}) \in Q} \ P(\Lambda_{t<s}(\tilde{Y}_s \geq \tilde{Z}_s)) = 1.$$

(28)

Therefore, applying the inductive hypothesis,

$$P(\Lambda_{t>0}(\tilde{Y}_t \geq \tilde{Z}_t)) = \lim_{t \to \infty} \sum_{(y_0, z_0), \ldots, (y_{t-1}, z_{t-1}) \in Q} \ P(\Lambda_{t<s}(\tilde{Y}_s \geq \tilde{Z}_s)) = \lim_{t \to \infty} 1 = 1,$$

as required.

**Corollary B.8.** Suppose $(Y_t)_{t=0}^{\infty}$ and $(Z_t)_{t=0}^{\infty}$ are stochastic processes taking values in a finite set $S \subseteq \mathbb{R}$ which satisfy property **D**. Then, for any $a \in \mathbb{R}$, the first hitting times $T_Y := \min \{t : Y_t < a\}$ and $T_Z := \min \{t : Z_t < a\}$ satisfy $T_Y \geq T_Z$.

**Proof.** Using Lemma B.7, let $((\tilde{Y}_t)_{t=0}^{\infty}, (\tilde{Z}_t)_{t=0}^{\infty})$ be a coupling of $(Y_t)_{t=0}^{\infty}$ and $(Z_t)_{t=0}^{\infty}$ such that $P(\Lambda_{t>0}(\tilde{Y}_t \geq \tilde{Z}_t)) = 1$. We then have, for any $t \geq 0$,

$$P(T_Y \leq t) = P(Y_0 < a \vee \ldots \vee Y_t < a)$$

$$= P(\tilde{Y}_0 < a \vee \ldots \vee \tilde{Y}_t < a)$$

$$< P(\tilde{Z}_0 < a \vee \ldots \vee \tilde{Z}_t < a)$$

$$= P(Z_0 < a \vee \ldots \vee Z_t < a)$$

$$= P(T_Z \leq t),$$

as required.
B.4.2 Drift analysis. In the following lemma, we introduce the Markov chain \((Z_t)_{t=0}^\infty\) and prove a bound on the relevant hitting time using drift analysis.

**Lemma B.9.** Given constants \(0 < \delta < 1/2 \) and \(K \geq 1\), the following holds for any sufficiently large \(n\) and \(\mu\) satisfying (2). Let \((Z_t)_{t=0}^\infty\) be the Markov chain defined by

\[
Z_0 = \mu / 2,
\]

\[
Z_{t+1} = \text{Bin}(\mu, q(Z_t / \mu)),
\]

where

\[
q(p) = p \left(1 + \frac{1 - p}{5\sqrt{n}}\right) - 2e^{-\delta^2 n/8}.
\]

Then it holds for the first hitting time \(T = \min\{t : Z_t \leq (1 - \delta^2 / 4)\mu\}\) that

\[
\mathbb{P}[T < 50K \sqrt{n} \log n] \leq \frac{1}{2} n^{-2K}.
\]

**Proof.** Set \(a = (1 - \delta^2 / 4)\mu, b = \frac{1}{2}\mu, \epsilon = b - a = \frac{\delta^2}{4} \mu, r = \sqrt{2}\mu, \epsilon = \mu / (50\sqrt{n})\), and \(K = \delta \mu / (40K \ln n)\). Let \((\mathcal{F}_t)_{t=0}^\infty\) denote the filtration generated by \((Z_t)_{t=0}^\infty\). We will verify the conditions B1-B3 for \((Z_t)_{t=0}^\infty\) with \(\Delta_t = Z_{t+1} - Z_t\). To assist with this, first note that because \(q(p) - p\) is a quadratic function of \(p\) attaining its maximum at \(p = 1/2 = \frac{a}{b}\) it holds whenever \(a < Z_t < b\) that

\[
\mathbb{E}[\Delta_t \mid \mathcal{F}_t] = \sup_{\mu \in \left(\frac{a}{b}\right)} \mu(q(p) - p) \leq \mu / (20\sqrt{n}).
\]

Next, because \(\delta^2 < 1/2\),

\[
\mathbb{E}[\Delta_t - \frac{\mu}{25\sqrt{n}}; a < Z_t < b \mid \mathcal{F}_t] \geq \inf_{\mu \in \left(\frac{a}{b}\right)} \mu(q(p) - p) - \frac{\mu}{25\sqrt{n}}
\]

\[
= \mu \left(1 - \frac{\delta^2}{4\sqrt{n}} - 2e^{-\delta^2 n/8}\right) - \frac{\mu}{25\sqrt{n}} \geq 0
\]

In addition, by applying Corollary A.2, we have for any \(t > 0\) that

\[
\mathbb{P}(\Delta_t > \mathbb{E}[\Delta_t] + t) \leq \exp \left(-\frac{3t^2}{\mu}\right).
\]

\[
\mathbb{P}(\Delta_t < \mathbb{E}[\Delta_t] - t) \leq \exp \left(-\frac{3t^2}{\mu}\right).
\]

To see that B1 holds, first observe that if \(a < Z_t\) then because \(K \geq 1\) and \(n\) is assumed to be sufficiently large,

\[
\mathbb{P}(\Delta_t > \kappa) \leq \mathbb{P}(\Delta_t > \frac{\delta\mu}{40K \ln n} \mid \mathcal{F}_t)
\]

\[
= \mathbb{P}(\Delta_t > -\frac{\delta\mu}{80K \ln n} + \frac{\delta\mu}{80K \ln n} \mid \mathcal{F}_t)
\]

\[
\leq \mathbb{P}(\Delta_t > \frac{\mu}{25\sqrt{n}} + \frac{\delta\mu}{80K \ln n} \mid \mathcal{F}_t)
\]

\[
\leq \mathbb{P}(\Delta_t > \mathbb{E}[\Delta_t] + \frac{\delta\mu}{80K \ln n} \mid \mathcal{F}_t)
\]

\[
\leq \exp \left(-\frac{2\delta^2 \mu}{80K \ln n}\right) \leq \exp \left(-\frac{2\delta \sqrt{n}}{80K \ln n}\right)
\]

\[
\leq 1 / (50\sqrt{n}).
\]

In particular,

\[
\mathbb{E}[\frac{\mu}{50\sqrt{n}} - \mu \cdot \mathbb{1} (\Delta_t > \kappa) \mid Z_t > b \mid \mathcal{F}_t] = 0.
\]

Note also that, because \(\Delta_t \leq \mu\),

\[
\Delta_t \cdot \mathbb{1} (\Delta_t > \kappa) - \epsilon = \Delta_t \cdot \mathbb{1} (\Delta_t \leq \kappa) - \frac{\mu}{25\sqrt{n}} + \frac{\mu}{50\sqrt{n}}
\]

\[
\geq \Delta_t - \frac{\mu}{25\sqrt{n}} + \frac{\mu}{50\sqrt{n}} - \mu \cdot \mathbb{1} (\Delta_t > \kappa)
\]

Therefore,

\[
\mathbb{E}[\Delta_t \cdot \mathbb{1} (\Delta_t \leq \kappa)] - \epsilon \geq \mathbb{E}[\Delta_t - \frac{\mu}{25\sqrt{n}} + \frac{\mu}{50\sqrt{n}}] - \mu \cdot \mathbb{1} (\Delta_t > \kappa)
\]

\[
\geq \mu \cdot \mathbb{1} (\Delta_t < b \mid \mathcal{F}_t)
\]

\[
\geq 0.
\]

To see that B2 holds, first note that

\[
\frac{2\mu}{r} = \sqrt{2}\mu \leq 2e^{-\delta^2 n/8},
\]

and hence \(2\mu e^{-\delta^2 n/8} \leq jr/2\) holds for any \(j \geq 1\). Therefore, if \(a < Z_t \) and \(j \in \mathbb{N}\),

\[
\mathbb{P}(\Delta_t > -jr / \mathcal{F}_t) \leq \mathbb{P}(\Delta_t \leq -jr / \mathcal{F}_t)
\]

\[
\leq \exp \left(-\frac{j^2 r^2 / 2\mu}{\epsilon}\right) \leq \epsilon^{-j}.
\]

Finally, to verify B3, recall that \(C = 10^5 \geq 1700 \cdot 40\) and set

\[
\lambda = \min \left\{1/(2 r), 1/(17r^2), 1/(1700 r), 40K \ln n / (\delta \mu)\right\}
\]

\[
= \min \left\{1/(2\sqrt{2} \mu), 1/(1700 \sqrt{n}), 40K \ln n / (\delta \mu)\right\} = 40K \ln n / \delta \mu.
\]

Observe now that

\[
\lambda t = 10K \ln n
\]

\[
\geq 2 \ln \left(\frac{5\delta \sqrt{n}}{K \ln n}\right) = 2 \ln \left(\frac{4}{\lambda \epsilon}\right).
\]

Therefore, by Theorem 1.7 we have

\[
\mathbb{P} [T < 50K \sqrt{n} \log n] \leq \mathbb{P} [T < n^{5K/2}] \leq \mathbb{P} [T < e^{\lambda t / 4}]
\]

\[
\leq C \cdot e^{-\lambda t / 4} = C \cdot n^{-5K/2} \leq \frac{1}{2} n^{-2K},
\]

as required. \(\square\)

B.4.3 Proof of Claim 2.5.

**Proof of Claim 2.5.** For each \(i \in [n]\) and \(t \geq 0\), let

\[
Y_{t,i} = \frac{\mu \cdot \max \{P_{t,i}, \frac{1}{2} - \frac{\delta^2}{4}\}}{\mu},
\]

if \(t < T_{bad}\), otherwise.

so that, for each \(i \in [n]\), \((Y_{t,i})_{t=0}^\infty\) is a stochastic process adapted to \((\mathcal{F}_t)_{t=0}^\infty\). Note that

\[
\mu \cdot P_{t,i} \leq Y_{t,i}
\]

always holds. For each \(i \in [n]\), define

\[
T_{bad}^i = \min \{t : Y_{t,i} \leq \mu \left(\frac{1}{2} - \frac{\delta^2}{4}\right)\},
\]

so that, recalling \(T_{bad} = \min \{t : (P_{t,1}, \ldots, P_{t,n}) \notin \left[\frac{1}{2} - \frac{\delta}{4}, 1\right]^n\},
\]

\[
T_{bad} \geq \min_{i \in [n]} T_{bad}^i.
\]
Let \((Z_t)_{t=0}^\infty\) be the Markov chain defined in Lemma B.9. We will show that, for any \(i \in [n]\), \(t \geq 0\) and \(y_0, \ldots, y_{t-1}, z_0, \ldots, z_{t-1} \in [0, \mu]\) such that \(z_s \leq y_s\) for every \(0 \leq s < t\), we have

\[
(Z_t \mid Z_0 = z_0, \ldots, Z_{t-1} = z_{t-1}) \leq (Y_{t,i} \mid Y_{0,i} = y_0, \ldots, Y_{t-1,i} = y_{t-1}).
\]

(41)

To see this, first observe that

\[
(Z_t \mid Z_0 = z_0, \ldots, Z_{t-1} = z_{t-1}) = \text{Bin}(\mu, q(z_{t-1}/\mu)) \leq \text{Bin}(\mu, q(y_{t-1}/\mu)).
\]

From here, there are then two cases. First, if \(Y_{t-1,i} = y_{t-1} < \mu\) and \(t - 1 < T_{\text{bad}}\), then \((p_{t-1,1}, \ldots, p_{t-1,n}) \in \left[\frac{1}{2} - \epsilon, 1\right]^n\). In this case, \(p_{t-1,i} = y_{t-1}/\mu\), and hence

\[
\text{Bin}(\mu, q(y_{t-1}/\mu)) = \text{Bin}(\mu, q(p_{t-1,i})) \leq \text{Bin}(\mu, q(t_{t-1,i})).
\]

Claim 2.3

(39)

\[
(Y_{t,i} \mid Y_{0,i} = y_0, \ldots, Y_{t-1,i} = y_{t-1}).
\]

On the other hand, if \(Y_{t-1,i} = y_{t-1} = \mu\) or \(t - 1 \geq T_{\text{bad}}\), then either \(p_{t-1,i} = 1\) or \(t > T_{\text{bad}}\), and hence \(Y_{i, t} = 1\). Thus,

\[
\text{Bin}(\mu, q(y_{t-1}/\mu)) \leq \text{Bin}(Y_{0,i} = y_0, \ldots, Y_{t-1,i} = y_{t-1}).
\]

In either case, (41) holds. Therefore, by Corollary B.8, it holds for the first hitting time \(T_{Z} = \min \{t : Z_t \leq (\frac{1}{2} - \epsilon)\mu\}\) that

\[
T_{\text{bad}}^t \geq T_{Z} \quad \text{for each } i \in [n].
\]

Therefore, by applying Lemma B.9,

\[
P[T_{\text{bad}} \leq 50K\sqrt{n} \log n] \leq \mathbb{P}[\min_{i \in [n]} T_{i} \leq 50K\sqrt{n} \log n]
\]

(42)

\[
\leq n \cdot \mathbb{P}[Z \leq 50K\sqrt{n} \log n]
\]

(38)

\[
\frac{1}{2} n^{-2K+1} \leq \frac{1}{2} n^{-K}
\]

as required.

\( \Box \)

B.5 Proof of Lemma 3.4

Proof of Lemma 3.4. Let \(b = \sum_{i=0}^{\infty} \binom{H}{i}\), so that \(b\) is the size of a Hamming ball of radius \(m\). Note that the entropy bound on the size of a Hamming ball (see [13, Theorem 3.1]) gives us that \(b \leq 2^{H(m/n)\cdot n}\). We therefore have

\[
\frac{1}{2^n} \sum_{x \in X_n} \mathbb{P}(d_H(x, z) \leq m) = \frac{1}{2^n} \sum_{x \in X_n} \sum_{y \in B_m(x)} p(y) = \frac{1}{2^n} \sum_{z \in X_n} p(y) \cdot I(d_H(y, z) \leq m) = \frac{b}{2^n} \sum_{y \in X_n} p(y) = \frac{b}{2^n} \leq 2^{H(m/n)\cdot n} - 1.
\]

Thus, there is some \(x^* \in X_n\) satisfying \(\mathbb{P}(d_H(x, x^*) \leq m) \leq 2^{H(m/n)\cdot n} - 1\).

\( \Box \)

B.6 Proof of Lemma 3.5

The proof of Lemma 3.5 depends on the following bound on binomial coefficients.

Lemma B.10. Suppose \(a, b, x, z \in \mathbb{N}\) are such that \(x - z\) is even, \(x - z > 0\), and \(\frac{1}{2}(x + z) \leq a \leq b\). Then

\[
\binom{a}{\frac{1}{2}(x+z)} \leq \left(\frac{2a+b}{2b}\right)^{\frac{x+z}{2}}.
\]

(43)

Proof. Note that the fact that all binomial coefficients in (43) are well defined follows from the conditions of the lemma. Note also that \(2a - x - z \leq 2b - x - z\), and hence for any \(0 \leq i \leq z\),

\[
\frac{2a - x - z + 2i}{2b - x - z + 2i} \leq \frac{2a - x - z + 2i + (x + 2z - 2i)}{2b - x - z + 2i} = \frac{2a + z}{2b + z}.
\]

(44)

Next, observe that for any \(c, u, v \geq 0\) we have

\[
\binom{c}{u+v} = \binom{u+v}{u} \frac{(u-v)!(c-u+v)!}{(u+v)!(c-u-v)!} = \sum_{i=0}^{2v} \binom{2v}{i} \frac{(c-u-v+i)}{(u-v+i)}
\]

(45)

Therefore,

\[
\frac{1}{2^n} \sum_{x \in X_n} \mathbb{P}(y_r(x) \in A_{\rho(\frac{1}{2}+2\epsilon)n} \setminus B_{d/2}(x)) = e^{-\sqrt{n}}.
\]

(46)

Note that, for any \(r \geq 0\), if we flip a uniformly random subset of \(r\) bits of \(x\), then the probability that a given bit is flipped is \(r/n\). In particular, the expected number of \(0\)-bits of \(x\) that are flipped is \(\frac{r}{2}(n - \mu(x))\) and the expected number of \(1\)-bits that are not flipped is \((1 - \frac{r}{2})|x|\), and so we have

\[
\mathbb{E}[|y_r(x)|] = (1 - \frac{r}{n})|x| + \frac{r}{n}(n - |x|) = |x| + r - \frac{2r}{n}|x|.
\]

(47)

Note that by Theorem A.1, it holds for any \(r \in [0, n/2]\) and \(t > 0\) that

\[
\mathbb{P}(|y_r(x)| \leq \mathbb{E}[|y_r(x)|] + t) \leq \exp(-2t^2/r)
\]

(48)

\[
\exp(-4t^2/n).
\]

(49)

We will now verify the properties C1-C3 in turn.

C1: Suppose that \(|x| < \left(\frac{1}{2} + 2\epsilon + 3\eta\right)n\). If \(r \leq d/2\), then

\[
\mathbb{P}(y_r(x) \in A_{\rho(\frac{1}{2}+2\epsilon)n} \setminus B_{d/2}(x)) = 0 \leq e^{-\sqrt{n}}.
\]
On the other hand, if \( d/2 \leq r \leq n/2 \) then \( er \geq 50\eta n \), and so
\[
\mathbb{E}[|y_r(x)|] \leq \left( 1 - \frac{2\epsilon}{n} \right)|x| + r \leq \left( 1 - \frac{2\epsilon}{n} \right) \left( \frac{1}{2} + 2r + 3\eta \right)n + r \leq \left( \frac{1}{2} + 2r + 3\eta \right)n - 4er \leq \left( \frac{1}{2} + 2r - 100\eta \right)n. \tag{50}
\]
Therefore,
\[
\mathbb{P}(y_r(x) \in A_{\geq (1+2\epsilon)n} | B_{d/2}(x)) \leq \mathbb{P}(|y_r(x)| \geq \left( \frac{1}{2} + 2r \right)n) \leq \mathbb{P}(|y_r(x)| \geq \left( \frac{1}{2} + 2r \right)n + j) \leq \mathbb{P}(|y_r(x)| \geq \left( \frac{1}{2} + 2r \right)n + j) \exp\left( -\frac{4(\frac{1}{2} + 2r) n^2}{n} \right) \leq \exp\left( -\frac{4(100\eta n)^2 n}{(\log n)^2} \right) \leq e^{-\sqrt{n}}. \tag{51}
\]
Putting the two cases together, we have
\[
\mathbb{P}_x \left( A_{\geq (1+2\epsilon)n} | B_{d/2}(x) \right) \leq e^{-\epsilon n^2} \tag{52}
\]
and so C1 holds.

C2: Suppose first that \( |x| \leq \left( \frac{1}{2} + \epsilon \right)n \) and \( r \in [0, n/2] \). In this case we have
\[
\mathbb{E}[|y_r(x)|] \leq \left( 1 - \frac{2\epsilon}{n} \right)|x| + r \leq \left( 1 - \frac{2\epsilon}{n} \right) \left( \frac{1}{2} + 2r \right)n + r \leq \left( \frac{1}{2} + 2r \right)n. \tag{53}
\]
Thus we have for any \( j \geq 0 \),
\[
\mathbb{P}(y_r(x) \in A_{\geq m+j}) \leq \mathbb{P}(|y_r(x)| \geq \left( \frac{1}{2} + 2r \right)n + j) \leq \mathbb{P}(|y_r(x)| \geq \left( \frac{1}{2} + 2r \right)n + j) \exp\left( -\frac{4(\frac{1}{2} + 2r) n^2}{n} \right) \leq \exp\left( -\frac{4(\frac{1}{2} + 2r) n^2}{n} \right) \leq e^{-\epsilon n^2}. \tag{54}
\]
On the other hand, if \( |x| \geq \left( \frac{1}{2} + 2r \right)n \), then for any \( r \in [0, n/2] \),
\[
\mathbb{E}[|y_r(x)|] \leq |x| + r - \frac{2\epsilon}{n} |x| \leq |x| - 4er. \tag{55}
\]
and hence,
\[
\mathbb{P}(y_r(x) \in A_{\geq m+j}) \leq \mathbb{P}(|y_r(x)| \geq |x| + j) \leq \mathbb{P}(|y_r(x)| \geq |x| + j) \exp\left( -\frac{2(4r + j)^2}{r} \right) \leq e^{-\epsilon n^2}. \tag{56}
\]
Putting the two cases together, we have
\[
\mathbb{P}_x \left( A_{\geq m+j} \right) \leq e^{-\epsilon n^2} \tag{57}
\]
and so C2 holds.

C3: Let us first consider \( |S_r(x) \cap A_{|x|+j}| \) for arbitrary \( j \in \mathbb{Z} \). If \( y \) is obtained from \( x \) by flipping \( r_0 \) 0-bits and \( r_1 \) 1-bits, then we have \( |y| = |x| + r_0 - r_1 \). In particular, if \( y \in S_r(x) \cap A_{|x|+j} \), then we can obtain \( y \) from \( x \) by flipping \( r_0 \) 0-bits and \( r_1 \) 1-bits, where \( r_0 \) and \( r_1 \) satisfy
\[
r_0 + r_1 = r \quad \text{(because } y \in S_r(x) \text{),}
\]
\[
r_0 - r_1 = j \quad \text{(because } y \notin A_{|x|+j} \text{)}.
\]
These equations are solved by setting \( r_0 = \frac{1}{2}(r+j) \) and \( r_1 = \frac{1}{2}(r-j) \). Because \( x \) has \( n-|x| \) 0-bits and \( |x| \) 1-bits to flip, we can make two observations. First, \( S_r(x) \cap A_{|x|+j} \) is non-empty if and only if \( \frac{1}{2}(r+j) \) is a non-negative integer satisfying \( \frac{1}{2}(r+j) \leq n-|x| \) and \( \frac{1}{2}(r-j) \) is a non-negative integer satisfying \( \frac{1}{2}(r-j) \leq |x| \). Second, in the case where \( S_r(x) \cap A_{|x|+j} \) is non-empty, we can calculate its size exactly by counting the number of ways of choosing a set of \( \frac{1}{2}(r+j) \) 0-bits to flip and \( \frac{1}{2}(r-j) \) 1-bits to flip, as follows.
\[
|S_r(x) \cap A_{|x|+j}| = \left( \frac{n-|x|}{2}(r+j) \right) \left( \frac{|x|}{2}(r-j) \right). \tag{58}
\]
With these observations in mind, we are now in a position to verify C3. Let \( 0 < k < \eta n \) be fixed. First, if \( r \in [0, n/2] \) is any number such that \( S_r(x) \cap A_{|x|+k} \) is empty, then we have
\[
0 = |S_r(x) \cap A_{|x|+k}| \leq (1 - 4\epsilon)^k \cdot |S_r(x) \cap A_{|x|+k}|. \tag{59}
\]
On the other hand, if \( r \in [0, n/2] \) is any number such that \( S_r(x) \cap A_{|x|+k} \) is non-empty, then \( r + k \) and \( r - k \) are both non-negative and even and \( \frac{1}{2}(r+k) \leq n - |x| \). Moreover, because \( |x| \geq \frac{2}{n} n \), it holds that
\[
\frac{1}{2}(r - k) \leq \frac{1}{2}(r + k) \leq n - |x| \leq |x|. \tag{60}
\]
Therefore, \( S_r(x) \cap A_{|x|-k} \) is also non-empty, and we may compute using Lemma B.10 that
\[
\frac{|S_r(x) \cap A_{|x|+k}|}{|S_r(x) \cap A_{|x|-k}|} \leq \left( \frac{n - |x|}{2(n + k)} \right) \left( \frac{|x|}{2(n + k)} \right) \leq \left( \frac{n - |x|}{2(n + k)} \right) \left( \frac{|x|}{2(n + k)} \right) \leq 1 + \epsilon/2 - 1 \leq 1 - 4\epsilon \tag{61}
\]
In either case, we have for any \( r \in [0, n/2] \) that
\[
|S_r(x) \cap A_{|x|+k}| \leq (1 - 4\epsilon)^k \cdot |S_r(x) \cap A_{|x|-k}|. \tag{62}
\]
Therefore,
\[
\mathbb{P}_x \left( A_{|x|+k} \right) = \mathbb{P}(|y(x)| = |x| + k) \leq \sum_{r \in [0, n/2]} \mathbb{P}(R = r) \cdot \mathbb{P}(|y_r(x)| = |x| + k) \leq \sum_{r \in [0, n/2]} \mathbb{P}(R = r) \cdot \mathbb{P}(|y_r(x)| = |x| + k) \leq \mathbb{P}(R = r) \cdot \mathbb{P}(|y_r(x)| = |x| + k) \leq (1 - 4\epsilon)^k \cdot \mathbb{P}_x \left( A_{|x|-k} \right), \tag{63}
\]
and so C3 holds.

### B.7 Proof of Lemma 3.6
Proof of Lemma 3.6. Let \( x \in D \) be fixed and write \( S = \text{supp}(p) \). Given \( A \in \mathcal{M}_{\mu+1}, \mu+1(\mathbb{R}) \), let \( \{A_i\} \) be a random variable over \( [\mu+1] \) distributed according to \( S(A) \). Recall from the statement of the lemma that \( j \sim S(A_y(y_1, \ldots, y_{\mu}, \overline{x})) \) where \( y_1, \ldots, y_{\mu} \) are sampled
independently according to $p$. We first claim that there exist constants $c_1, \ldots, c_p$ such that $\mathbb{P}(j = i \land y_i = x) = c_i \cdot p(x)$ for every $i \in [\mu]$ and $x \in D \setminus \{\emptyset\}$. Indeed, if $x \in D$ then it holds for any $z \in S$ that $f(z, x) = f(\hat{x}, z)$ and, using also that $f$ is antisymmetric, $f(x, z) = f(\hat{x}, z)$. Hence,

$$A_f(x, z_2, \ldots, z_\mu, \overline{x}) = A_f(\hat{x}, z_2, \ldots, z_\mu, \overline{x}).$$

(55)

holds for every $z_2, \ldots, z_\mu \in S$. Therefore, if $x \in D$,

$$\begin{align*}
\mathbb{P}(j = 1 \land y_1 = x) &= \sum_{z_2,\ldots,z_\mu \in S} \left( p(x) \cdot \prod_{i=2}^\mu p(z_i) \right) \cdot \mathbb{P}(j(A_f(x, z_2, \ldots, z_\mu, \overline{x})) = 1) \\
&= \sum_{z_2,\ldots,z_\mu \in S} \left( p(x) \cdot \prod_{i=2}^\mu p(z_i) \right) \cdot \mathbb{P}(j(A_f(\hat{x}, z_2, \ldots, z_\mu, \overline{x})) = 1).
\end{align*}

(56)

So, if one defines

$$c_1 := \sum_{z_2,\ldots,z_\mu \in S} \left( \prod_{i=2}^\mu p(z_i) \right) \cdot \mathbb{P}(j(A_f(\hat{x}, z_2, \ldots, z_\mu, \overline{x})) = 1),$$

then $\mathbb{P}(j = 1 \land y_1 = x) = c_1 \cdot p(x)$ holds for every $x \in D$ (where $c_1$ has no dependence on $x$). A similar argument shows that such a $c_i$ exists for all other $i \in [\mu]$. Therefore, if $c = \sum_{i=1}^\mu c_i$, then

$$\mathbb{P}(y = x) = \sum_{i=1}^\mu \mathbb{P}(j = i \land y_i = x) = \sum_{i=1}^\mu c_i \cdot p(x) = c \cdot p(x),$$

holds for every $x \in D$, as required. □

### B.8 Proof of Claim 3.7

Claim 3.7 is an immediate consequence of the following lemma.

**Lemma B.11.** If $|x| = |x'|$, then for any $k \in \{0, \ldots, n\},$

$$\mathbb{P}(|x|+1 = k \mid x_t = x) = \mathbb{P}(|x_t+1 = k \mid x_t = x').$$

(57)

**Proof.** Let $y_1^{(x+1)}, \ldots, y_\mu^{(x+1)}$ be the mutants of $x_1$ sampled according to $M_1(x_1)$, and let $y_{j+1}$ denote the index sampled according to $S(A_f(y_1^{(x+1)}, \ldots, y_\mu^{(x+1)}, x_1))$ in generation $t$ of Algorithm 3, so that $x_1 + 1 = y_1^{(x+1)}$ whenever $y_{j+1} \in \mu$. Given $A \in \text{Maj}_{1+\mu+1}$, let $q_1(A)$ denote the probability that $j = 1$ if $j$ is sampled according to $S(A)$. Given $y \in X_n$, let $p_y \in \mathcal{P}(X_n)$ be the probability mass function corresponding to the unbiased mutation operator $M_1(y)$.

Let us define the function $h_1 : X_n \times X_n \rightarrow \mathbb{R}$ by

$$h_1(x, y) = \sum_{z_2,\ldots,z_\mu \in X_n} \left( \prod_{i=2}^\mu p_x(z_i) \right) \cdot q_1(A_f(y, z_2, \ldots, z_\mu, x)).$$

Note that, for any $x, y \in X_n$,

$$\begin{align*}
\mathbb{P}(j_t = 1 \land y_1^{(x+1)} = y \mid x_t = x) &= p_x(y) \cdot h_1(x, y).
\end{align*}

To prove the lemma, let $x, x' \in X_n$ be arbitrary with $|x| = |x'|$ and recall that we need to show that $h_1$ holds. Let $\sigma : X_n \rightarrow X_n$ be a bijection which rearranges bit positions according to a fixed permutation which satisfies $\sigma(x) = x'$. Note that $|y| = |\sigma(y)|$ and $d_{H_1}(y, z) = d_{H_1}(\sigma(y), \sigma(z))$ holds for any $y, z \in X_n$. By considering (7), $g(y, z)$ depends only on $|y|, |z|$, and $d_{H_1}(y, z)$, and so it follows that $g(y, z) = g(\sigma(y), \sigma(z))$ for any $y, z \in X_n$. Hence,

$$\begin{align*}
A_f(y, z_2, \ldots, z_\mu, x) = A_f(\sigma(y), \sigma(z_2), \ldots, \sigma(z_\mu), x')
\end{align*}

(58)

for any $y, z_2, \ldots, z_\mu \in X_n$. Additionally, recalling from Definition 3.1 that

$$p_y(z) = \frac{\text{d}_{H_1}(y, z)}{\text{d}_{H_1}(y, z)},$$

we have

$$p_x(y) = p_x(\sigma(y)).$$

(59)

Thus, for any $x \in X_n$, therefore, for any $y \in X_n$,

$$\mathbb{P}(j_t = 1 \land y_1^{(x+1)} = k \mid x_t = x) = \sum_{y \in A_k} p_x(y) \cdot h_1(x, y),$$

(60)

Arguing similarly shows that in fact

$$\mathbb{P}(|x_t+1| = k \mid x_t = x) = \sum_{i=1}^\mu p_x(|y_i^{(x+1)}|) \cdot h_1(x, y),$$

(61)

and so (56) holds whenever $k \neq |x|$. The first line of the above calculation does not hold for $k = |x|$, as $\mathbb{P}(j_t = \mu + 1 \mid x_t = x)$ must also be accounted for. Nonetheless, by noting that

$$\mathbb{P}(|x_t+1| = k \mid x_t = x) = 1 - \sum_{k \neq |x|} \mathbb{P}(|x_t+1| = k \mid x_t = x),$$

we then have that (56) holds for $k = |x|$ as well, thus proving the lemma. □

### B.9 Proof of Claims 3.8 and 3.9

To prove these claims, let us first readapt some of the notation from Lemma 3.5. Let $p_x \in \mathcal{P}(X_n)$ be the probability measure corresponding to sampling according to $M_1(x)$. Define also $p_x$ to be the probability measure corresponding to sampling according to $M_2(x)$ conditioned on the set $A \cup B_{d_{H_1}^2}(x)$ (where we recall that
\( A = \{ x \in X_n : |x| < \left( \frac{1}{2} + 2\epsilon \right)n \} \). Note that, for every \( x \in X_n \) and \( y \in A \cup B_{d/2}(x) \) we have
\[
p_x(y) = \hat{p}_x(y) \cdot p_x(A \cup B_{d/2}(x)). \tag{61}
\]

Given \( j \), write \( A_j = \{ y \in X_n : |y| = j \} \) and \( A_{2j} = \bigcup_{|j| \geq j} A_{j} \). Let us also use \( y_j^{(i)} = \cdots, y_j^{(i+1)} \) to denote the mutants of \( x_t \) sampled according to \( M_t(x_t) \) in generation \( t \) of Algorithm 3.

The proof of Claim 3.8 is very straightforward, and so we give this quickly now.

**Proof of Claim 3.8.** Let \( x \in X_n \) satisfy \( |x| = i \) and note that \( i' = \max \{|x|, (\frac{1}{2} + 2\epsilon)n\} \). Note also that \( i' \) may be identified with \( m \) in property \( C_2 \) of Lemma 3.5. By applying a union bound,
\[
\sum_{k=j}^{n-i'} q_{i',k} \leq \sum_{k=j}^{n-i'} \mathbb{P}(\{x_{i+1} \geq i' + j \mid x_t = x\}) \leq \sum_{i \in [m]} \mathbb{P}(\{y_i^{(i+1)} \geq i' + j \mid x_t = x\}) = \mu \cdot p_x(A_{2i',k}) \leq \mu \cdot e^{-8\epsilon n} \leq e^{(n^{1/2}-8\epsilon)}.
\]
as required. \( \Box \)

To prove Claim 3.9, we will at one point assume that all \( q_i^{(i+1)} \) generated are in the set \( A \cup B_{d/2}(x_t) \), so that Lemma 3.6 can be applied (with \( D = B_{d/2}(x_t) \setminus A \)). For this reason, let \( G_{t+1} \) be the event that \( y_i^{(i+1)} \in A \cup B_{d/2}(x_t) \) for every \( i \in [\mu] \). If \( x \in A \cup B \), we have
\[
\mathbb{P}(G_{t+1} \mid x_t = x) = \prod_{i \in [n]} \mathbb{P}(y_i^{(i+1)} \in A \cup B_{d/2}(x) \mid x_t = x) \geq (1 - e^{-\sqrt{n} \mu}) \mu + \mu - e^{-\sqrt{n} \mu} \geq 1 - \gamma^{10} \tag{62}
\]
In fact, we have the following lemma (where we recall that \( S = \{0, \ldots, n\} \)).

**Lemma B.12.** There exist constants \( \hat{q}_{i,j} \) for \( i, j \in S \) such that
\[
\hat{q}_{i,j} = \mathbb{P}(x_{i+1} = j \mid x_t = x) \]
whenever \( |x| = i \).

Proof. It suffices to show that if \( |x| = |x'| \), then for any \( j \in \{0, \ldots, n\} \),
\[
\mathbb{P}(x_{i+1} = j \mid x_t = x) = \mathbb{P}(x_{i+1} = j \mid x_t = x').
\]
Accordingly, this result follows almost identically to Lemma B.11. In the proof, one only needs to change the sum in the definition of \( h_1 \) to be over \( z_1, \ldots, z_{\mu} \in A \cup B_{d/2}(x) \) and redefine \( A_k := \{ y \in A \cup B_{d/2}(x) : |y| = k \} \).

**Proof of Claim 3.9.** Let \( \hat{q}_{i,j} \) be as defined in Lemma B.12. Noting that \( \sum_{j=0}^{n} \hat{q}_{i,j} = \mathbb{P}(G_{t+1} \mid |x| = i) \), we have the following simple properties of \( q_{i,j} \) and \( \hat{q}_{i,j} \).
\[
q_{i,j} \geq \hat{q}_{i,j} \quad \text{for every } i, j \in S, \tag{63}
\]
\[
\frac{n}{\sum_{j=0}^{n} q_{i,j}} = 1 \quad \text{for every } i \in S, \tag{64}
\]
\[
\frac{1}{\sum_{j=0}^{n} q_{i,j}} \geq 1 - \gamma^{10} \quad \text{if } i < (\frac{1}{2} + 2\epsilon + 3\eta)n. \tag{65}
\]

We will use \( \hat{q}_{i,j} \) as an approximation to \( q_{i,j} \) which is more amenable to calculation. First, we will establish that if \( 0 < k \leq \eta n \),
\[
\hat{q}_{i,j,k} \leq (1 - 4\epsilon \eta)^k \cdot \hat{q}_{i,j,k} - \eta. \tag{66}
\]
Indeed, suppose that \( x \in X_n \) satisfies \( |x| = i \), so that for any \( j \in S \) we have
\[
\hat{q}_{i,j} = \mathbb{P}(x_{i+1} = j \mid x_t = x).
\]
Let
\[
D := B_{d/2}(x) \mid A = \text{supp}(\hat{p}_x) \cap B \leq B,
\]
and note that \( d_H(x, y) \leq d \) whenever \( x, y \in D \), and also that \( \text{supp}(\hat{p}_x) \cap B \leq A \). If \( y, z \in D \) then \( y \in B \) and \( d_H(y, z) \leq d_H(x, z) \leq d \), and so by referring to the definition of \( g \) given by (7), we have \( g(y, z) = 0 \). On the other hand, if \( y \in D \) and \( z \in \text{supp}(\hat{p}_x) \setminus D \) then \( y \in B \) and \( z \in A \) (and hence \( |y| > |z| \)), and so we have \( g(y, z) = 1 \). Therefore, by applying Lemma 3.6 (with \( p = \hat{p}_x, f_0 = f_1 = 1, \mu = -x, \) and identifying \( f \) with \( g \)), there is a constant \( c_\epsilon \) such that for any \( x' \in D \setminus \{x\} \),
\[
\mathbb{P}(x_{i+1} = x' \mid x_t = x \cap G_{t+1} = c_\epsilon \cdot \hat{p}_x(x')). \tag{67}
\]
From this it follows that for any \( E \subseteq D \setminus \{x\} \),
\[
\mathbb{P}(x_{i+1} = x \cap G_{t+1} = x_t = x) = \mathbb{P}(G_{t+1} \mid x_t = x) \cdot \mathbb{P}(x_{i+1} \in E \mid x_t = x \cap G_{t+1}) = \mathbb{P}(G_{t+1} \mid x_t = x) \cdot \sum_{x' \in E} \mathbb{P}(x_{i+1} = x' \mid x_t = x \cap G_{t+1}) \leq \mathbb{P}(G_{t+1} \mid x_t = x) \cdot \sum_{x' \in E} c_\epsilon \cdot \hat{p}_x(x') \leq \mathbb{P}(G_{t+1} \mid x_t = x) \cdot c_\epsilon \cdot \hat{p}_x(E). \tag{68}
\]
In fact, we can say more generally that for any \( E \subseteq B \setminus \{x\} \), because \( E \cap D = E \subseteq \text{supp}(\hat{p}_x) \),
\[
\mathbb{P}(x_{i+1} \in E \cap G_{t+1} \mid x_t = x) = \mathbb{P}(x_{i+1} \in E \cap D \cap G_{t+1} \mid x_t = x) \leq \mathbb{P}(G_{t+1} \mid x_t = x) \cdot c_\epsilon \cdot \hat{p}_x(E \cap D) = \mathbb{P}(G_{t+1} \mid x_t = x) \cdot c_\epsilon \cdot \hat{p}_x(E) \leq \mathbb{P}(G_{t+1} \mid x_t = x) \cdot c_\epsilon \cdot \hat{p}_x(E) \cdot \hat{p}_x(A \cup B_{d/2}(x)). \tag{69}
\]
Recalling that \( B = \{x' \in X_n : (\frac{1}{2} + 2\epsilon)n \leq |x'| < (\frac{1}{2} + 2\epsilon + 3\eta)n \} \) and \( (\frac{1}{2} + 2\epsilon + 3\eta)n \leq |x| < (\frac{1}{2} + 2\epsilon + 2\eta)n \), we have that \( A_{10} \subseteq B \setminus \{x\} \) and \( A_{10} \setminus k \subseteq B \setminus \{x\} \) whenever \( 0 < k < \eta n \). In particular, if we define
\[
\hat{c}_x = \left( \mathbb{P}(G_{t+1} \mid x_t = x) \cdot c_\epsilon \cdot \hat{p}_x(A \cup B_{d/2}(x)) \right),
\]

then, if $0 < k \leq \eta n$,

$$
\mathbb{P}(|x_{t+1} = |x| + k \cap G_{t+1} | x_t = x) = \frac{\mathbb{P}(x_{t+1} \in A_{|x|+k} \cap G_{t+1} | x_t = x)}{\mathbb{P}(x_t = x)}
$$

and so (66) holds.

Because $C(\varepsilon) = 8 \varepsilon + 2 \cdot \max_{k>0} \{k(1-4\varepsilon)^k\}$, we have

$$
C(\varepsilon) \geq 8 \varepsilon,
$$

and, for any $k \geq 0$,

$$
k(1-4\varepsilon)^k \leq \frac{C(\varepsilon)}{2}.
$$

Next, we will use (66) to establish that if $0 < k \leq C(\varepsilon)$,

$$
h(k) \cdot \hat{\alpha}_{i,k} + h(-k) \cdot \hat{\alpha}_{i,k} \geq 2 \varepsilon \cdot (\hat{\alpha}_{i,k} + \hat{\alpha}_{i,k}).
$$

Now, if $0 < k \leq C(\varepsilon)$ then

$$
h(k) \cdot \hat{\alpha}_{i,k} + h(-k) \cdot \hat{\alpha}_{i,k} \geq \frac{C(\varepsilon)}{2} \cdot (\hat{\alpha}_{i,k} - \hat{\alpha}_{i,k})
$$

On the other hand, if $C(\varepsilon) < k \leq \eta n$ then

$$
h(k) \cdot \hat{\alpha}_{i,k} + h(-k) \cdot \hat{\alpha}_{i,k} \geq C(\varepsilon) \cdot \hat{\alpha}_{i,k} - k \cdot \hat{\alpha}_{i,k}
$$

In either case, (72) holds.

Our attention can now turn to the sum $\sum_{k=i-n}^{i} h(k) \cdot \hat{\alpha}_{i,k}$. First, note that max $\{i, \frac{1}{2} + 2\varepsilon n\} = i$, and so applying Claim 3.8 with $f = \eta n$ yields

$$
\sum_{k=i-n}^{i-n} \hat{\alpha}_{i,k} \leq \eta n \cdot \hat{\alpha}_{i,k} \leq C(\varepsilon) \cdot \hat{\alpha}_{i,k}.
$$

Therefore,

$$
\sum_{k=i-n}^{i-n} h(k) \cdot \hat{\alpha}_{i,k} \geq \frac{C(\varepsilon)}{2} \cdot \hat{\alpha}_{i,k} - 2 \varepsilon \cdot \hat{\alpha}_{i,k}.
$$

and so

$$
\sum_{k=i-n}^{i-n} h(k) \cdot \hat{\alpha}_{i,k} \geq 2 \varepsilon \cdot \left( \sum_{k=i-n}^{i-n} \hat{\alpha}_{i,k} - y^{10} \right).
$$

Next, note that

$$
\sum_{k=i-n}^{i-n} h(k) \cdot \hat{\alpha}_{i,k} \geq \min \{\eta n + 1, C(\varepsilon)\} \cdot \sum_{k=i-n}^{i-n} \hat{\alpha}_{i,k}
$$

and

$$
\sum_{k=i-n}^{i-n} h(k) \cdot \hat{\alpha}_{i,k} = h(0) \cdot \hat{\alpha}_{i,k} + \sum_{k=i-n}^{i-n} (h(k) \cdot \hat{\alpha}_{i,k} + h(-k) \cdot \hat{\alpha}_{i,k})
$$

Combining these observations, we deduce that

$$
\sum_{k=i-n}^{i-n} h(k) \cdot \hat{\alpha}_{i,k} \geq 2 \varepsilon \left( \sum_{k=i-n}^{i-n} \hat{\alpha}_{i,k} - \hat{\alpha}_{i,k} \right).
$$

Finally, because (63) implies that $\hat{\alpha}_{i,k} - \hat{\alpha}_{i,k}$ is always non-negative,

$$
\sum_{k=i-n}^{i} h(k) \cdot \hat{\alpha}_{i,k} \geq \sum_{k=i-n}^{i} h(k) \cdot \left[ \hat{\alpha}_{i,k} + \hat{\alpha}_{i,k} - \hat{\alpha}_{i,k} \right]
$$

as required.

\[ \square \]

### B.10 Proof of Claim 3.10

**Proof of Claim 3.10.** Fix $R \subseteq S$ and write $T_Y := \min \{ t : Y_t \in R \}$ and $T_X := \{ t : |x_t| \in R \}$. First, we will show by induction on $t$ that, for any $t \geq 0$ and $i \in S$,

$$
\mathbb{P}[T_Y \leq t \mid Y_0 = i] \geq \mathbb{P}[T_X \leq t \mid |x_0| = i].
$$

Indeed, (80) is true for $t = 0$, as in that case both sides are equal to $1 \{i \in R\}$. Additionally, if we assume that (80) holds for some fixed
\( t \geq 0 \), then if \( i \in V \cup W \),
\[
P[T_Y \leq t + 1 | Y_0 = i] = \sum_{j \in S} P_Y(i,j) \cdot P[T_Y \leq t | Y_0 = j]
\]
\[
\overset{(12)}{=} \sum_{j \in S} q_{i,j} \cdot P[T_Y \leq t | Y_0 = j]
\]
\[
\overset{(80)}{=} \sum_{j \in S} q_{i,j} \cdot P[T_X \leq t | |x|_0 = j] = P[T_X \leq t + 1 | |x|_0 = i].
\]

whereas if \( i \not\in V \cup W \),
\[
P[T_Y \leq t + 1 | Y_0 = i] = \sum_{j \in S} P_Y(i,j) \cdot P[T_Y \leq t | Y_0 = j]
\]
\[
\overset{(12)}{=} \sum_{j \in S \setminus \{i\}} \left( \frac{q_{i,j}}{1-q_{i,i}} \right) \cdot P[T_Y \leq t | Y_0 = j]
\]
\[
\overset{(80)}{=} \frac{1}{1-q_{i,i}} \sum_{j \in S \setminus \{i\}} q_{i,j} \cdot P[T_X \leq t | |x|_0 = j] = \frac{1}{1-q_{i,i}} \left( P[T_X \leq t + 1 | |x|_0 = i] - q_{i,i} \cdot P[T_X \leq t + 1 | |x|_0 = i] \right)
\]
\[
= \frac{1}{1-q_{i,i}} \sum_{j \in S} q_{i,j} \cdot P[T_X \leq t | |x|_0 = j] = \frac{1}{1-q_{i,i}} \sum_{j \in S} P[T_X \leq t | |x|_0 = j] \cdot \mathbb{P}(|x|_0 = i)
\]
\[
= P[T_X \leq t + 1 | |x|_0 = i].
\]

Therefore, (80) holds for all \( t \geq 0 \) and \( i \in S \). But then, because the \((Y_t)_{t=0}^\infty\) and \((|x|_0)_{t=0}^\infty\) have the same initial distribution, we have for any \( t \geq 0 \) that
\[
P[T_Y \leq t] = \sum_{i \in S} P[T_Y \leq t | Y_0 = i] \cdot P(Y_0 = i)
\]
\[
= \sum_{i \in S} P[T_X \leq t | |x|_0 = i] \cdot \mathbb{P}(|x|_0 = i)
\]
\[
= P[T_X \leq t].
\]
and so \( T_Y \leq T_X \), as required.

\[ \square \]

**B.11 Proof of Claim 3.11**

**Proof of Claim 3.11.** Let
\[
\Delta_t = h(Z_{t+1} - Z_t) = \min \{ Z_{t+1} - Z_t, C(\varepsilon) \}.
\]

In order to apply Theorem 1.7, we will verify that conditions B1-B3 hold for \( \Delta_t \) with \( a = (\frac{1}{2} - 2\varepsilon - \eta)n, b = (\frac{1}{2} - 2\varepsilon - \eta)n, t = b - a = \eta n, \kappa = C(\varepsilon)/\varepsilon, \) and \( r = n^{1/3} \).

Before proceeding to the verification of B1-B3, we first remark that, from the definition of \( V \) given by (11),
\[
1 - q_{i,i} > e^{-\varepsilon n^{1/3}} \quad \text{whenever} \quad i \in [0, (\frac{1}{2} + 2\varepsilon + 2\eta)n) \setminus V. \quad (81)
\]

To see that B1 holds, observe that if \( a < Z_t < b \) then \( Z_t = n - Y_t \) and \( Y_t = i \) for some \( i \in ((\frac{1}{2} + 2\varepsilon + \eta)n, (\frac{1}{2} + 2\varepsilon + 2\eta)n) \setminus V \). In this case, if \( Y_{t+1} \in V \) then
\[
\Delta_t = \min \{ n - (n - i), C(\varepsilon) \} = C(\varepsilon),
\]
whereas if \( Y_{t+1} \not\in V \) then
\[
\Delta_t = \min \{ i - \max \{ Y_{t+1}, (\frac{1}{2} + 2\varepsilon) n \}, C(\varepsilon) \}
\]
\[
= \min \{ i - Y_{t+1}, i - (\frac{1}{2} + 2\varepsilon) n, C(\varepsilon) \}
\]
\[
= \min \{ i - Y_{t+1}, \min \{ n, C(\varepsilon) \} = \min \{ i - Y_{t+1}, C(\varepsilon) \}.
\]

Thus we have \( \min \{ i - Y_{t+1}, C(\varepsilon) \} \leq \Delta_t \leq C(\varepsilon) \), and hence if \( a < Z_t = n - i < b \),
\[
\mathbb{E}[\Delta_t \cdot 1(\Delta_t \not\leq \kappa \varepsilon)] = \mathbb{E}[\Delta_t \mid \mathcal{G}_t]
\]
\[
\overset{\text{(81)}}{=} (1 - q_{i,i})^{-1} \sum_{k \in i^{-} - n} h(k) \cdot q_{i,i-k}^{(81)} \geq e^r \geq e^r \varepsilon^{n^{1/3}} = e^r \varepsilon^r \geq e^r = \varepsilon.
\]

Therefore, B1 holds.

To see that B2 holds, first note that if \( t \geq \frac{1}{17}n(V) \) then \( \mathbb{P}(\Delta_t \leq -k \mid \mathcal{G}_t) = 0 \) holds for any \( k > 0 \) by definition. So suppose instead that \( t < \frac{1}{17}n(V) \) and \( a < Z_t < n \). Set \( i = Y_t \) and \( i' = \max \{ i, (\frac{1}{2} + 2\varepsilon) n \} \). Because \( (\frac{1}{2} - 2\varepsilon - 2\eta)n < Z_t < n \), it must hold that \( i \in (0, (\frac{1}{2} + 2\varepsilon + 2\eta)n) \setminus V \) and \( Z_t = n - i' \). Therefore, we have for any \( j \in \mathbb{N} \) that
\[
P(\Delta_t \leq -j \mid \mathcal{G}_t) = \sum_{k > j} \mathbb{P}(Z_{t+1} - Z_t = -k \mid \mathcal{G}_t)
\]
\[
= \sum_{k > j} \mathbb{P}(Z_{t+1} = n - i' - k \mid \mathcal{G}_t)
\]
\[
= \sum_{k > j} \mathbb{P}(Y_{t+1} = i' + k \land i' + k \notin V \mid \mathcal{G}_t)
\]
\[
\leq \sum_{k > j} \mathbb{P}(Y_{t+1} = i' + k \mid \mathcal{G}_t) = \sum_{k > j} P_Y(i, i' + k)
\]
\[
\overset{(12)}{=} \sum_{k > j} q_{i,i'+k} \overset{\text{Claim 3.8}}{=} e^{e^{(n^{1/3} - sj)} - e^{e^{(n^{1/3} - sj)}}} \leq e^{-j},
\]

and so B2 holds.

To verify B3, set
\[
\lambda : = \min \{ 1/(2\varepsilon), \varepsilon/(17n^{3/5}) \}, \chi(\varepsilon)
\]
\[
= \min \{ 1/(2n^{1/3}), \varepsilon/(17n^{3/5}) \}, 1/2C(\varepsilon) = \frac{\varepsilon}{17n^{3/5}}
\]
and observe that, because \( q = \frac{\varepsilon \log(1/(1 - \beta))}{200 \log n} \),
\[
\lambda f = \frac{\varepsilon n^{3/5}}{17} \overset{\ell}{=} \frac{\varepsilon^2 \log(1/(1 - \beta))}{3400 \log n} n^{1/5}
\]
\[
\geq 2 \ln \left( \frac{68\varepsilon n^{3/5}}{\ell^2} \right) = 2 \ln \left( \frac{4}{\lambda \ell} \right).
\]
Therefore, by Theorem 1.7, we have for the first hitting time
\[ T^* := \min \{ t \geq 0 : Z_t \leq \left( \frac{1}{2} - 2e - 2\eta \right)n \} \]
that, if \( Z_0 \geq b \),
\[ P[T^* \leq e^{t/\lambda} | Z_0] \leq e^{-t/\lambda}. \]
We also have
\[ P(Z_0 < b) = P(|x_0| > n - b \land |x_0| \notin V) \leq P(|x_0| > n - b) \]
\[ = P(|x_0| > (\frac{1}{2} + 2\epsilon + \eta)n) \leq P(x_0 \notin A) \leq \gamma^N. \]
and hence,
\[ P[T^* \leq e^{t/\lambda}] \leq P[T^* \leq e^{t/\lambda}] \leq Ce^{-t/\lambda} + P(Z_0 < b) \]
\[ \leq Ce^{-t/\lambda} + \gamma^N \leq \frac{1}{2}e^{-n/\lambda}, \]
as required. \( \square \)

C A NOTE ON NASH EQUILIBRIA

The entropy of a probability distribution \( p \) over a finite set \( X \) is defined to be
\[ H(p) = -\sum_{x \in X} p(x) \log p(x). \]
When formulating Definition 1.2, we claimed the existence of a unique Nash equilibrium of maximal entropy. Here we quickly justify this claim for symmetric zero-sum games. In the subsequent proof, the topology on \( P(X) \) is that induced by the standard topology on \( \mathbb{R}^{|X|} \), when identifying \( P(X) \) with the probability simplex \( \Delta(X) := \{ z \in [0,1]^{|X|} : \sum_{i=1}^{|X|} z_i = 1 \} \).

**Proposition C.1.** Let \( f : X \times X \to \mathbb{R} \) be an antisymmetric function on a finite set \( X \). Then there is a unique Nash equilibrium for \( f \) of maximal entropy.

**Proof.** The function \( H : P(X) \to \mathbb{R} \) is strictly concave, and so attains a unique maximum on every subset of \( P(X) \) that is non-empty, compact, and convex. Therefore, it is enough to show that the set of Nash equilibria for \( f \) has these three properties.

Recalling the discussion surrounding Definition 1.2, note that

**E1** \( p \) is a Nash equilibrium for \( f \).

**E2** \( \min_{q \in P(X)} \sum_{x,y \in X} p(x)q(y)f(x,y) = 0. \)

**E3** \( \sum_{x,y \in X} p(x)q(y)f(x,y) \geq 0 \) for every \( q \in P(X) \).

Let \( N \subseteq P(X) \) be the set of Nash equilibria for \( f \). By Nash’s theorem (see [23, Theorem 10.4]), \( N \) is non-empty. Let \( h : P(X) \to \mathbb{R} \) be the continuous function
\[ h(p) = \min_{q \in P(X)} \sum_{x,y \in X} p(x)q(y)f(x,y). \]
By **E2**, \( N = h^{-1}(\{0\}) \). Therefore, \( N \) is a closed subset of the compact topological space \( P(X) \), and hence \( N \) is compact. If \( p_1, p_2 \in P(X) \) and \( s \in [0,1] \), then for any \( q \in P(X) \),
\[ \sum_{x,y \in X} (sp_1 + (1-s)p_2)(x)q(y)f(x,y) \]
\[ = s \sum_{x,y \in X} p_1(x)q(y)f(x,y) + (1-s) \sum_{x,y \in X} p_2(x)q(y)f(x,y) \]
\[ \geq s \cdot 0 + (1-s) \cdot 0 = 0. \]
Therefore \( N \) is also convex, and hence the result holds. \( \square \)