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Accurate quanti�cation of effect sizes has the power to motivate theory and reduce misinvestment of
scienti�c resources by informing power calculations during study planning. However, a combination
of publication bias and small sample sizes (�N = 25) hampers certainty in current effect size estimates.
We sought to determine the extent to which sample sizes may produce errors in effect size estimates for
four commonly used paradigms assessing attention, executive function, and implicit learning (attentional
blink, multitasking, contextual cueing, and serial response task). We combined a large data set with a
bootstrapping approach to simulate 1,000 experiments across a range of N (13–313). Beyond quantifying
the effect size and statistical power that can be anticipated for each study design, we demonstrate that
experiments with lower N may double or triple information loss. We also show that basing power calcu-
lations on effect sizes from similar studies yields a problematically imprecise estimate between 40% and
67% of the time, given commonly used sample sizes. Last, we show that skewness of intersubject behav-
ioral effects may serve as a predictor of an erroneous estimate. We conclude with practical recommenda-
tions for researchers and demonstrate how our simulation approach can yield theoretical insights that are
not readily achieved by other methods such as identifying the information gained from rejecting the null
hypothesis and quantifying the contribution of individual variation to error in effect size estimates.
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Despite the complexity involved in disentangling the processes that
underpin cognition, decision-making regarding experimental out-
comes is often made on binary (i.e., pass or fail) terms, across the psy-
chological, neuroscienti�c, and biomedical sciences (Szucs &
Ioannidis, 2017). Theoretical predictions are often speci�ed in terms
of the presence or absence of a given effect, and a yes/no decision is
made about whether the null hypothesis (usually a hypothesis of
null differences) can be rejected. It seems unlikely that such binary
decision making will be suf�cient to disentangle the myriad functional
systems that comprise the brain’s processes. An alternate approach is to

develop theory and models that predict the magnitude of the effect.
Providing predictions in terms of effect size magnitude prompts theo-
rists to consider the variability as well as the presence of predicted
effects and is demonstrably a useful metric when considering practical
relevance (Funder & Ozer, 2019). Such magnitudes are often charac-
terized as an effect size: a standardized measure that re�ects the extent
to which an effect, such as a mean difference between two conditions,
is expected to generalize to the population (Cohen, 1988).

A prediction of effect magnitude is easier to disprove than a binary
outcome and therefore constitutes a more desirable prediction for
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theory testing (Popper, 1959). To move toward theories that predict
changes in effect size magnitude, it is helpful to gain an understand-
ing of how much insight is yielded from our current effect size esti-
mates; that is, how well are we currently quantifying effect sizes, and
should we increase sample sizes to quantify them better? Indeed,
recent work suggests that insuf�ciently powered studies are at
increased risk of producing effect size estimates that are either
in�ated in magnitude or are in the incorrect direction (Chen et al.,
2019; Gelman & Carlin, 2014). Here we seek to address how well
we currently characterize effect sizes in the study of cognition,
using some established paradigms in the �elds of attention, execu-
tive function, and implicit learning; namely the attentional blink
(AB; Raymond et al., 1992), multitasking (MT; Schumacher et al.,
2001), serial response task (SRT; Nissen & Bullemer, 1987), and
contextual cueing (CC; Chun & Jiang, 1998) paradigms.

Accurate quanti�cation of effect sizes is also desirable for study
planning, as effect sizes form the foundation of a priori power calcu-
lations (Cohen, 1988). Here the researcher determines the sample size
(N ) required to achieve suf�cient power to correctly reject the null
hypothesis. The importance—and dif�culty—of accurately determin-
ing the anticipated effect size has been considered extensively else-
where (Albers & Lakens, 2018; Cohen, 1988; Cumming, 2014;
Egger et al., 1997; Gelman & Carlin, 2014; Guo et al., 2013;
Lakens, 2013; Szucs & Ioannidis, 2017; Westfall et al., 2014).
Standard approaches to determining an anticipated effect size involve
consulting a meta-analysis, basing effect-size estimates on a few sim-
ilar studies (incomplete sampling), or determining the smallest effect
that is of theoretical relevance (e.g., Gelman & Carlin, 2014). What
remains somewhat less considered is the utility of knowing how effect
size estimates may vary across replications of an experiment (e.g.,
Cumming, 2014; Lorca-Puls et al., 2018), that is, what are the distri-
butional properties of the effect size, given a �eld that uses a compa-
rable N across experiments?

The answer to this question can facilitate both study planning and
theory development. A paradigm that elicits a small effect that mani-
fests with low variability across replications may be considered a
more desirable target for theory and model development than a para-
digm that produces the same mean effect size but with wider variabil-
ity. With regard to study planning, identifying the lower bound (LB) of
an expected effect size facilitates computation of the N required to
achieve suf�cient statistical power under the worst-case scenario
(Gelman & Carlin, 2014). Understanding how effect sizes vary across
replications with a given N also allows computation of the likelihood
that any single study has produced a reasonably accurate estimate,
which can inform the researcher who may be computing anticipated
effect sizes on the basis of one or a few similar studies. There is also
utility in knowing to what extent variability in effect size observations
reduces when larger N are used instead. There may be an upper bound
(UB) on the accuracy with which a particular effect can be estimated,
for example, when the construction of a paradigm introduces a certain
level of noise or measurement error that is larger than the variation at
the level of the individual. Consequently, there may be a point of
diminishing returns, where the cost of recruiting an extra N will out-
weigh the gains in the accuracy of effect size estimation.

Quantifying the range of effect sizes that may be observed across
experimental replications is not trivial. Indeed, it has been noted that
the largest challenge in experimental design is the prior identi�cation
of a plausible range of effect sizes (Gelman & Carlin, 2014).
Meta-analytic and incomplete sampling approaches for determining

an expected effect size are hampered by the quality of the existing
literature (Brand et al., 2008; Friston, 2012; Gelman & Carlin,
2014; Lane & Dunlap, 1978; Lorca-Puls et al., 2018). A recent sur-
vey of 900 effect sizes across psychology disciplines showed that
effects from nonpreregistered studies were much larger than prereg-
istered studies (r = .36 vs. .16; Schäfer & Schwarz, 2019) suggest-
ing that prior to preregistration, underpowered studies were
contributing in�ated effect size estimates to the psychology litera-
ture. Although multiple correction methods have been developed
within the meta-analytic framework to account for biases due to
missing literature (Schmidt & Hunter, 2015), they typically involve
assumptions about the sources of missing data, which can never be
fully tested (McShane et al., 2016; Wiernik & Dahlke, 2020). Thus
even if one were to de�ne an expected effect size using corrected
meta-analyses (if available), there is much to gain from corroborat-
ing meta-analytic results with alternate methods that can guarantee
a lack of bias in the available data set. It is also dif�cult to determine,
on the basis of the existing literature—such as when using meta-
analysis—how conclusions about effect sizes would differ if a
given �eld of study was different, for example, how much-published
literature is likely to be missing if a larger N was used as standard?

Simulation studies offer the opportunity to ask how well a �eld is
currently quantifying effect sizes, and how a �eld’s estimate of an effect
size would change with differing levels of statistical power. Typically,
simulation studies generate data under some simplifying assumptions
about the data generation process (e.g., Albers & Lakens, 2018;
Hedges, 1982; Lane & Dunlap, 1978; Troncoso Skidmore &
Thompson, 2013; Westfall et al., 2014). Although this work is neces-
sary for informing how effect size estimates behave under varying con-
ditions where ground truth is known, it is challenging to anticipate all
the complexities of data from the repeated-measures designs used
across a range of phenomena and processes, such as in the study of
attention, executive function, and implicit learning. Such data are
often not normally distributed and carry varying levels of covariance
between conditions. Thus, there remains a question mark over the
extent to which the results from simulation work generalize to real-
world data. An alternative method is to simulate experimental out-
comes by bootstrapping smaller samples from larger, real data sets
(e.g., Lorca-Puls et al., 2018). This approach offers the opportunity
to characterize the distributional qualities of effect sizes estimated
from high-dimensional data sets, using varying levels of N, while main-
taining ecological validity.

In the current study, we applied the latter simulation approach to
characterize effect size distributions yielded from the study of cogni-
tion. Participants (N = 313) completed a battery of cognitive tasks
(AB, MT, SRT, and CC) originally assembled to test the relationship
between attention, executive function, and implicit learning. For
each paradigm, we simulated 1,000 bootstrapped experiments across
20 Ns ranging from 13 to 313. For each paradigm and from each set
of simulations, we determined the impact of N on error in effect size
estimates. We asked how much variability of effect size estimates
changes as a function of N, and sought to identify a point at which
increasing N may offer lower gains for improving effect size esti-
mates. We next determined how likely it is that a study will produce
an effect size estimate with suf�ciently low error, as a function of N.
We also sought to determine the impact of N on the potential for
missing literature for each paradigm, given the case of publication
bias. Last, we identi�ed data features that predict error in effect
size estimates, beyond the mean and standard deviation measures
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of which they are a function. Such features may serve as a �ag for
whether data from a single experiment may be susceptible to error
in effect size estimates. We focused on the skew and kurtosis of
intersubject and intrasubject effects, as such measures can bias
mean and variance estimates when data sets violate normality
assumptions, yet remain undiscussed in simulation studies that
assume normality. The results motivate guidelines for study design
and interpretation, not only for future AB, MT, SRT, and CC studies,
but also more broadly for the investigation of cognition.

Method

Participants

The current study used a data set collected for a different prereg-
istered project examining the relationship between executive func-
tion and implicit learning. This data set contains performance
measures from N = 313 participants. Participants were undergradu-
ate students, aged 18–35 years old (M = 20.14 years, SD = 3.46). Of
the total sample, 208 reported being female, and 269 reported being
right-handed. Participants received course credits as compensation.
All procedures were approved by the University of Queensland
Human Research Ethics Committee and adhered to the National
Statement on Ethical Conduct in Human Research.

Apparatus

Experimental procedures were run on an Apple Mac Minicomputer
(OS X Late 2014, 2.8 GHz Intel Core i5) with custom code using the
Psychophysics toolbox (Version 3.0.14) (Brainard, 1997; Pelli, 1997)
in Matlab Version 2015b. Participants completed seven tasks; AB,
multitasking (MT), contextual cueing (CC), serial response task
(SRT), visual statistical learning (VSL), operation span task, and a
stop signal inhibition task. Only the data from the AB, MT, CC, and
SRT are reported here. We opted not to report the VSL, OSPAN, or
stop signal data as their design did not lend themselves to the compu-
tation of a standardized effect size.

Procedures

Across all tasks, participants sat �57 cm from the monitor. An
overview of the task procedures is presented in Figure 1. Details
regarding each of the task protocols are presented within each sec-
tion below.

Attentional Blink (AB)

The AB task taps limitations in the deployment of visual informa-
tion processing over time. Participants are instructed to detect two
targets from a rapidly presented series of visual items. Accuracy
for the second target is poorer if it appears closer in time to the
�rst target (T1; at early lags, from lag 2 onwards), relative to further
apart in time (Raymond et al., 1992).

Protocol. The AB protocol was the same as that reported in
Bender et al. (2016). Each trial began with a black �xation cross
in the center of a gray screen (red-green-blue [RGB]: 128, 128,
128) for a variable interval of 200–600 ms. On each trial, letter tar-
gets and digit distractors were presented centrally for 100 ms in rapid
serial presentation. The eight distractors were drawn without replace-
ment from the digits 2 to 9. The target letters were randomly selected

from the English alphabet, excluding I, L, O, Q, U, V, and X. The T1
was presented third in the series (serial position 3), and second target
(T2 was presented at either lag 2 (200 ms), 3 (300 ms), 5 (500 ms), or
7 (700 ms) relative to T1. All stimuli subtended 1.72° × 2.31° (w ×
h) visual angle. Participants were instructed to make an unspeeded
report of the identity of both targets at the end of each trial.
Participants completed 24 practice trials and four test blocks of 24
trials. For the current analysis, we calculated T2 accuracy, given
that T1 was correctly reported (T2 | T1), for each lag.

Multitasking (MT)

MT paradigms tap the performance costs incurred when individuals
attempt to perform more than one task concurrently. Participants are
instructed to complete two simple sensorimotor tasks as accurately
and quickly as possible under single or multitask conditions. RTs to
the constituent tasks are typically slowed for MT relative to single-task
conditions (see Pashler, 1994, for a review).

Protocol. The MT protocol was previously reported in Bender
et al. (2016). Each trial began with a black �xation cross presented
in the center of a gray screen (RGB: 128, 128, 128) for a variable inter-
val of 200–600 ms. Next either one of two colored circles (red, RGB:
237, 32, 36 or blue, RGB: 44, 71, 151) or one of two sounds (complex
tones taken from Dux et al., 2006), or both (circle and sound) were

Figure 1
Task Battery

Note. (A) AB paradigm. Participants report the two-letter targets from the
rapid serial visual presentation of numbers and letters. (B) MT paradigm.
Participants discriminate the color of a disc, a complex tone, or both. (C)
SRT. Participants respond to one of four stimuli, each mapped to a spatially
compatible button press. Unknown to participants, for half of the experi-
mental blocks, the stimulus follows a repeating sequence. (D) CC paradigm.
(i) Participants perform an inef�cient visual search task where they search
for a rotated T among L distractors. (ii) Unknown to participants, half of
the search arrays are repeated throughout the course of the experiment.
T1 = Target 1; T2 = Target 2; AB = attentional blink; MT = multitasking;
CC = contextual cueing; SRT = serial response task. See the online article
for the color version of this �gure.

QUANTIFYING ERROR IN EFFECT SIZE ESTIMATES 3



presented for 200 ms. The colored circle subtended 1.3° visual angle.
Participants were instructed to respond to all tasks as quickly and
accurately as possible, by using the appropriate key presses (“A” or
“S” for left-hand responses, “J” or “K” for right-hand responses,
with the task-hand mapping counterbalanced across participants).
The MT protocol consisted of four blocks of 36 trials, with each
trial type (single-task [ST] visual, ST auditory, or MT) randomly
mixed within blocks. Participants completed the MT protocols after
completing two ST blocks as practice, one for the visual task and
one for the auditory task. We analyzed mean response times (RTs)
to each Task × Modality condition.

Serial Response Task (SRT)

The SRT paradigm taps sensorimotor sequence learning; speci�-
cally, the extent to which individuals speed up responses when cue
stimuli follow a predictable sequence, relative to when cue stimuli
are presented randomly (Nissen & Bullemer, 1987). As participants
receive no explicit instructions or cues regarding the sequence, it has
been assumed that the SRT taps implicit sequence learning (Nissen
& Bullemer, 1987), although the extent to which performance gains
re�ect implicit or explicit learning mechanisms continues to be
debated (Clegg et al., 1998; Goschke, 1998). Participants are
instructed to make a button press response to one of four spatially
compatible target stimuli as quickly and accurately as possible.
Unknown to the participants, the presentation of the target stimuli
will on occasion follow a repeating rather than a random sequence.

Protocol. The SRT was adapted from Nissen and Bullemer
(1987). Four square placeholders were presented across the horizontal
meridian. A red circle (RGB: 255, 0, 0) appeared in one of the four
squares for 500 ms. This served as the target stimulus. Participants
responded by pressing the �nger of their dominant hand that spatially
aligned to the target circle, using the relevant “j,” “k,” “l,” or “;” keys.
The subsequent target stimulus appeared 500 ms after a correct
response had been made. Participants completed four blocks of 100
trials. For Blocks 1 and 4, the location of the target stimulus for
each trial was randomly selected from a uniform distribution. These
blocks are referred to as “Random.” For Blocks 2 and 3, a repeating
sequence of 10 elements was used to determine the target location.
The sequence was repeated 10 times. The repeating sequence was
4–2–3–1–3–2–4–2–3–1, with 1 being the leftmost placeholder, and
4 being the rightmost placeholder. These blocks are referred to as
“Sequence” blocks. Learning in the SRT is tested by comparing
mean RTs between Sequence and Repeat blocks in the latter half of
the experiment (Block 4 vs. Block 3).

Contextual Cueing (CC)

CC tasks tap how the visual system exploits statistical regularities
to guide visual search (Jiang & Sisk, 2020; Sisk et al., 2019).
Participants are typically asked to report the orientation of a rotated
“T” target presented among an array of distractor “Ls.” Participants
are not informed that a set of displays are repeated throughout the
course of the experiment, while the remaining displays are novel
to each trial. Typically RTs to the repeat displays become faster
than novel displays throughout the course of the experiment (e.g.,
Chun & Jiang, 1998; Nydam et al., 2018). Participants are typically
poor at recognizing repeat displays in a subsequent recognition test
(Jiang & Sisk, 2020; Sisk et al., 2019), which has prompted the

conclusion that CC re�ects a process of implicit learning (but see
Vadillo et al., 2016, 2020, 2022).

Protocol. The CC protocol was the same as that reported by
Nydam et al. (2018), which is modeled on Chun and Jiang (1998).
Each trial began with a white �xation cross presented on a gray screen
(RGB: 80, 80, 80). An array of 12 Ls and a single T were then pre-
sented within an invisible 15 × 15 grid that subtended 10° × 10° of
visual angle. The orientation of each L was determined randomly to
be rotated 0°, 90°, 180°, or 270° clockwise. The T was oriented to
either 90° or 270°. Participants reported whether the T was oriented
to the left (using the “z” key) or the right (using the “m” key), as
quickly and accurately as possible. The task consisted of 12 blocks
of 24 trials. For half the trials in each block, the display was taken
(without replacement) from one of 12 con�gurations that was uniquely
generated for each participant, where the location of the distractors and
target (but not the orientation of the target) was �xed. These trials were
called “repeats.” For the remaining trials, the display was randomly
generated for each trial, making them “novel.” Displays were generated
with the constraint that equal items be placed in each quadrant and each
eccentricity. Target positions were matched between the repeat and
novel displays for both quadrant and eccentricity. The exact location
of the item was jittered within each cell for each presentation, to prevent
perceptual learning or adaptation to the speci�c position of the item.
The order of display type (repeat vs. novel), con�guration (1 : 12),
and target orientation (left or right) was randomized for each block.
Mean RTs to each block (1 : 12) and display type (repeat vs. novel)
were taken as the dependent variable.

Statistical Approach

All the data and code used for the current analyses are available in
the online repository for this study. All data were analyzed using R
(R Core Team, 2023) and RStudio (RStudio Team, 2020). The anal-
ysis of the data from each task followed two steps; �rst, to ascertain
that we observed the typical �ndings for each of the paradigms, we
applied the relevant conventional statistical model to the full data set
(N = 313). Next, we implemented a simulation procedure to deter-
mine the effect sizes that would be attained over many experiments
conducted at multiple levels of sample size.

Simulation Procedure

For each paradigm, we simulated experiments across 20 different
sample sizes (N ), de�ned on a logarithmic interval between N13
and N313 (N = [13, 15, 18, 21, 25, 30, 36, 42, 50, 59, 69, 82, 97,
115, 136, 160, 189, 224, 265, 313]). We opted for a logarithmic inter-
val given that changes in effect size variability should be greater across
changes of N when N is lower, relative to when Ns are higher. To sim-
ulate k = 1,000 experiments at each of our chosen N, we sampled N
participants from Nmax (N313) over k iterations. The relevant analysis
was applied to each of the samples. Details regarding which analyses
were applied to each k sample are listed below for each paradigm.
Sampling with replacement ensured that the samples carried the
Markov property. One potential concern is that any reductions in
observed effect size variability may be attributable to saturation as
the simulated N approaches the maximum (N313), rather than a genu-
ine reduction in the variance of the estimate of the effect. Speci�cally,
it could be that as N approaches 313, the overlap of participants
between samples is greater than when N equals a lower number
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such as 13. It follows then that any decreasing variability in effect size
estimates at higher Ns could be due to the decrease in variability of the
samples, rather than the improved estimate of the population variance
that should come with a larger N. We have run simulations that argue
against this explanation (see Appendix A).

Effect Sizes

For each paradigm, we report the following information from the
simulated effect size distributions; �rst, we used simulations using
N313 to provide a best estimate of the effect size distribution. We
therefore report, for each paradigm, the mean (M ), median (Mdn:
when different to the M ), standard deviation (SD), the .025 (LB)
and .975 (UB) quantiles. These values can be used to de�ne, a priori,
the range of anticipated effect sizes for future experiments, and con-
sequently, can be used to inform study design.

We next determined to what extent using an N that is typical for
the �eld impacts the effect size distribution. We report the same sum-
mary statistics as above, from the simulation using the N that is clos-
est to the typical N for that task (Nmed). To identify the typical N, we
conducted a survey of the recent literature and computed the median
N for each paradigm (see below). We next computed the precision
loss incurred from using Nmed by taking the ratio of the difference
between the LB and UB quantiles for Nmed and N313:

qq ratio =
UBNmed � LBNmed

UBN313 � LBN313

. (1)

We refer to this measure from now on as the quantile–quantile
(qq) ratio. The qq ratio indicates how underin�ated or overin�ated
effect size estimates may be—a qq ratio of 2 would suggest that
effect sizes may be twice as low or high as the LB or UB of the
best estimate. For each task, we also report the largest observed qq
ratio and the N for which the qq ratio reaches less than double.
Note that although we expect qq ratios to decrease as some function
of 1/N (given that variance depends on this term), the exact relation-
ship between N and precision loss will be dependent on population
variance and measurement error for any given paradigm. We also
present qq ratios across all Ns, to provide an idea of potential preci-
sion gains from increasing sample size.

Next, we computed estimates regarding the extent to which preci-
sion loss in effect size estimates may lead a researcher awry during
study planning. To determine how often sampling one or two similar
studies with Nmed may induce biases in power calculations, we com-
puted for each task and N, the proportion of simulated observations
that fell within the LB and UB quantiles of the best estimate (N313).
This provides the probability that sampling one study will provide
an accurate estimate of the true effect size. We refer to this as the prob-
ability of attaining a hit, given the sample size (p(hit | Nx)). (As above,
although we expect this to change as a function of 1/N, the exact rela-
tionship is dependent on measurement noise.) We next estimate effect
size biases that result from aggregating across experiments with stat-
istically signi�cant results (p , .05), under the assumption that the
published literature is more likely to only contain signi�cant �ndings.
We computed the difference between the mean effect size from signif-
icant results and the mean effect size from all results, and refer to this
value as the in�ation bias. Effectively, this analysis assessess the
severity of the �le-drawer effect for different sizes of N. To inform
understanding of potential �le-drawer effects, we also report the

proportion of studies that rejected the null hypothesis (p , .05) for
Nmed, and the N where this value reached 90% (note: this is related
to the observed effect size, but we report it here for clarity).

Last, we sought metrics that may inform whether an experiment
has yielded an imprecise effect size estimate. Effect sizes are a func-
tion of the variability of the effect across individuals, as well as intra-
individual variability over trials (Rouder & Haaf, 2018). If either of
these stem from a nonnormal distribution, mean and standard devia-
tion estimates—and consequently effect size computations—may be
impacted. We thus determined whether the skewness and kurtosis of
this data could predict error in effect size estimates.

Error in effect sizes was de�ned for each task as the difference
between the expected value for N313 and each observed effect size
from Nmed. To attain predictors for each Nmed simulation, we calculated
the key behavioral effect for each participant (in raw units) and com-
puted the Pearson’s skewness and kurtosis coef�cients of the resulting
distribution of effects. We also computed the variability, skew, and
kurtosis from each participant’s performance across trials, and took
the means of these measures across participants. The resulting vari-
ables (effect skewness, effect kurtosis, mean intraindividual variance,
skewness, and kurtosis) served as predictors in a multiple regression
analysis, using effect size error as the criterion variable. If any of the
regressors themselves showed high levels of skew then a log transfor-
mation was applied. All model residuals were checked for homosce-
dasticity. Note that although we present the full models below,
performing stepwise regression yielded the same pattern of results.

To protect against interpreting over�tted models, we performed
k-fold cross-validation for each multiple regression model, where
k = 10, and we report the mean r2

cv (and standard deviation) across
folds. Next, we determined which regressors consistently predicted
effect size error across the four tasks. We then sought to identify
which values of such predictors suggest a problematic effect size
error (de�ned as effect size errors that were less or more than the
.025 and .975 quantiles for N313). We achieved this using simple
regression, as we sought to simulate how much variability may be
accounted for when a researcher uses a single piece of information
to estimate effect size imprecision.

Computing Effect Sizes. To compute effect sizes for the para-
digms analyzed using a repeated-measures analysis of variance
(ANOVA; AB, MT, and CC), we computed partial epsilon squared
(e2

p), as this measure is unbiased, unlike h2
p (Okada, 2013). (Indeed,

an earlier version of our article showed that h2
p estimates are biased

on average, even for sample sizes of N = 3131). We use the formula
for e2

p as de�ned in (Carroll & Nordholm, 1975, Equation 11):

e2
p =

F � 1
F + (dfw/dfb)

, (2)

where F is the F statistic for the effect, dfw is the degrees of freedom
within groups, and dfb is the degrees of freedom between groups.
The SRT paradigm instead uses a paired-sample design. For this par-
adigm, we computed Cohen’s dz (see Lakens, 2013, Equation 6):

dz =
Mdiff������������������������������

(Xdiff � Mdiff )2/(N � 1)
� , (3)

1 See the �gures in the online supplemental materials for documenting this
analysis: https://github.com/kel-github/Super-Effects/tree/master/doc/supp-�gs.
Note: We thank a helpful reviewer for drawing our attention to this.
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where Mdiff is the mean difference between groups, and Xdiff is the
difference score for one subject.

To facilitate our interpretation of effect sizes as small, medium, or
large, we refer to Cohen (1992) for e2

p and to Gignac and Szodorai
(2016) for dz.

Representative N. To attain an N that re�ects what is com-
monly used for each paradigm, we surveyed the three most relevant
Journal of Experimental Psychology journals (General, Human
Perception & Performance and Learning, Memory & Cognition)
for all articles mentioning the use of any of the current paradigms.
We searched back for a total of 60 experiments or back from today
to 2005, whichever occurred �rst. We then computed the median
sample size used across all experiments found from the survey.
The results from the survey are presented in Table 1.

Analysis of Experimental Tasks

Attentional Blink (AB). As is typical for the �eld, and to ascer-
tain the effectiveness of the lag manipulation, T2 | T1 accuracy was
subject to a repeated-measures ANOVA, with lag (2, 3, 5, and 7) as
the independent variable. This analysis was also applied to each k
sample. For each k sample, e2

p and the resulting p value were taken
for the main effect of lag. For this task, and all remaining ANOVA
tests, models were �t using the anova_test() function from the rstatix
package. Where possible, the models were �t using Type 3 sum of
squares, owing to the computational expediency and match to com-
mercial statistical software packages. In some cases, models were
unable to be �t using Type 3 sum of squares, owing to rank de�cien-
cies in the underlying design matrix (e.g., when one participant was
drawn more than twice within a sample). In these cases, models were
�t using the Type 1 sum of squares. However, as the experiment
designs were fully balanced, each sum of squares type should
yield the same results.

Multitasking (MT). To ascertain the effectiveness of the MT
manipulation, the data were modeled using a 2 (task-modality: visual-
manual vs. auditory-manual) ×2 (task: ST vs. MT) repeated-measures
ANOVA. This analysis was also applied to each k sample; e2

p and p are
reported for both the main effect of task and the Task-Modality ×
Task interaction.

Serial Response Task (SRT). To ascertain whether participants
learned the repeating sequences, RTs in the �nal block of sequence
trials (Block 3) were compared to those in the �nal block of random
trials (Block 4) using a paired-samples t test. This analysis was also
applied to each k sample, and we present the resulting Cohen’s dz
from each test.

Contextual Cueing (CC). To ascertain whether participants
became faster for repeat relative to novel trials over the course of the

experiment (i.e., whether participants learned the statistical regularities
of the repeated displays), the data were subject to a Block (1:12) ×
Condition (repeat vs. novel display) repeated-measures ANOVA.
Speci�cally, learning should be evidenced by a Signi�cant Block ×
Condition interaction. This analysis was applied to each k sample,
and we report e2

p for the Block × Condition interaction.
As some studies from the CC literature suggest that the effect is

better characterized by a main effect of condition thereby implying
rapid learning of the statistical regularities (e.g., Peterson &
Kramer, 2001; Travis et al., 2013), we also report the e2

p for the
main effect of condition.

Results

We �rst present the results from the standard analyses used for
each task, to show that we replicate the classic �ndings from each
task. The key behavioral data are presented in Figure 2.

Behavioral Results

Attentional Blink (AB)

The AB data are presented in Figure 2A. Accuracy for T2 | T1 was
lower for early relative to late lags; accuracy for T2 | T1 decreased (by
around p = .32) when T2 was presented at lag 2, relative to lag 7. A
one-way ANOVA revealed that the effect of lag was statistically
signi�cant, F(2.4, 749) = 508, e2

p = 0.62, p = 1.88 × 10�157. Post
hoc t tests showed that accuracy at each lag differed statistically
from accuracy at each of the other lags (all ps � 3.68 × 10�18).
Therefore, the AB paradigm yielded the typically observed effects.

Multitasking (MT)

As anticipated, RTs were slowed for MT relative to single-task con-
ditions (see Figure 2B). Mean RTs were on average 0.31 (95%
CI [0.30, 0.33]) s slower on MT trials, F(1, 312) = 2, 653,
e2

p = 0.89, p , .0001. There was also a signi�cant Task Modality
(sound or visual) × Task (ST vs. MT) interaction, F(1, 312) =
59.4, e2

p = 0.16, p , .0001. The MT cost (MT RT—ST RT) was
larger for the sound task relative to the visual task by on average
0.08 s (95% CI [0.06, 0.10]). This latter �nding has been reported pre-
viously (Hazeltine & Ruthruff, 2006). We continue to interrogate this
effect, as it serves as an example of an interaction with a small effect
size. This facilitates comparisons to the CC task, as reported below.

Serial Response Task (SRT)

The results from the SRT paradigm are presented in Figure 2C.
Participants learned the repeating sequence; RTs were on average
0.049 s faster (95% CI [0.046, 0.051]) for the sequence relative to the
random condition, t(312) = 33.60, dz = 1.90, p = 1.13 × 10�105.

Contextual Cueing (CC)

Participants learned the repeat displays over blocks (see Figure 2D);
the RT data showed a signi�cant albeit Small Block × Condition
interaction, F(10.12, 3,158.9) = 4.80, e2

p = 0.01, p = 6.01 × 10�7.
There was no statistically signi�cant difference between RTs for
repeat and novel displays for block 1: t(312) = 0.53, p = .60,
�difference = 0.01 s, SD = 0.20. However, by Block 12, RTs for
repeat displays were on average 0.04 s faster than novel displays

Table 1
Typical N Found From Literature Survey

Task n exp med N

AB 60 24
MT 60 40
CC 49 24
SRT 60 34

Note. n exp = number or experiments; med N = median N; AB =
attentional blink; MT = multitasking; CC = contextual cueing; SRT =
serial response task.
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(SD = 0.14), t(312) = 5.33, p = 1.87 × 10�7. There was also a signif-
icant and larger main effect of the block, F(5.03, 1,567.97) = 131.08,
e2

p = 0.29, p = 1.07 × 10�116, and a signi�cant main effect of condi-
tion, F(1.00, 312.00) = 32.78, e2

p = 0.09, p = 2.42 × 10�8.

Effect Sizes

Summary Statistics and Precision Loss

Across tasks, we observed a range of small to large effect sizes
(e2

p = .01–.9), thus we are able to characterize the extent of precision
loss across a range of effect size scenarios. For studies run with Nmed,
the range of precision losses we observed was 1.78–4.16, suggesting
that caution is warranted when basing power calculations on the out-
comes of a small number of studies. The N required to reduce preci-
sion loss to ,2 ranged from 36 to 82. For both the interaction
effects currently studied (MT and CC), the effect size distributions
for Nmed spanned from below to above zero, suggesting that differing
conclusions may be reached across studies. Speci�cally, when the
effect size is less than zero, the direction of the effect has the opposite
sign. The observed power to reject the null hypothesis ranged from
p = .35 � 1, suggesting areas where there may be missing literature
owing to publication bias. We next report these details for each task.

Attentional Blink (AB). The AB effect was large (see
Figure 3A); N313 e2

p M = 0.62 (SD = 0.03, LB = 0.57, UB =
0.67). The simulated effect sizes for Nmed (N25) produced the
same mean effect size estimate (M = 0.62, SD = 0.06, LB = 0.48,

UB = 0.74; see Figure 3B). With regard to the extent of precision
loss; the qq ratio for Nmed was 2.38. The qq ratio for small N was
�3 (N13 = 3.06, N15 = 2.98), and reached ,2 at N42 (N36 = 2.09,
N42 = 1.81). The remaining qq ratios are presented in Figure 5.

Across all N, the probability of rejecting the null hypothesis was 1.
Multitasking (MT).
Main Effect of Task Condition. For the MT paradigm, the main

effect of the task condition was large (N313 e2
p M = 0.90, SD =

0.01, LB = 0.87, UB = 0.92), and the simulated effect sizes for
Nmed (N42) produced the same mean effect size estimate (M =
0.90, SD = 0.03, LB = 0.84, UB = 0.94; see Figure 3D). With regard
to precision loss, the qq ratio for Nmed was 1.89. Comparable to the
AB, qq ratio for small N was �3 (N13 = 2.97, N15 = 3.03), and was
,2 for N36 (N30 = 2.12, N36 = 1.96). The remaining qq ratios are pre-
sented in Figure 5.

Across all N, the probability of rejecting the null hypothesis was 1.
Task Condition by Modality Interaction. The Task Condition ×

Modality interaction achieved a medium effect size (N313 e2
p M = 0.17,

SD = 0.06, LB = 0.06, UB = 0.30; see Figure 3E), and the simulated
effect sizes for Nmed produced the same mean effect size estimate
(M = 0.17, Mdn = 0.16, SD = 0.12). However, the LB and UB
quantiles from Nmed crossed zero (LB = �0.02, UB = 0.43; see
Figure 3F), suggesting that using Nmed will sometimes produce differing
inferences with regard to the effect size, compared to N313. With regard
to precision loss, the qq ratio for Nmed was 1.78. The qq ratio for small N
was �2.75 (N13 = 2.88, N15 = 2.72), and reached ,2 at N36 (N30 =
2.00, N36 = 1.87). The remaining qq ratios are presented in Figure 5.

Figure 2
Behavioral Results
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Note. (A) AB paradigm. Acc for T2 | T1 was lower at early lags, relative to later lags. Note that T1 accuracy
is also plotted. (B) MT paradigm. RTs were slowed for M conditions, relative to S. This difference was larger
for So than for V tasks. (C) SRT. In the second half of the experiment, RTs were faster in the S relative to the
R condition. (D) CC. RTs were faster for the R than for the N displays, and this difference became larger
throughout the course of the experiment. AB = attentional blink; acc = accuracy; T1 = Target 1; T2 =
Target 2; MT = multitasking; RT = response time; M = multitask; S = single tasks; So = sound tasks;
V = visual; SRT = serial response task; S = sequence; R = random/repeat; CC = contextual cueing; N =
novel. See the online article for the color version of this �gure.
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The probability of rejecting the null hypothesis at Nmed was 0.79.
A sample size of N82 was required to achieve statistical power of
.90%(N69, p = .90; N82, p = .95).

Serial Response Task (SRT). For the SRT, the effect of
sequence versus random was large (N313 dz M = 1.93, SD =
0.21, LB = 1.53, UB = 2.33; Figure 4A). Here, there was dis-
agreement between N313 and Nmed (N36) regarding the means of
the simulated effect size distributions (Nmed dz M = 2.02, SD =
0.44, LB = 1.22, UB = 2.86; see Figure 4B). With regard to pre-
cision loss, the qq ratio for Nmed was 2.05. The remaining qq ratios
are presented in Figure 5. The qq ratio for small N was �3.5
(N13 = 3.62, N15 = 3.35), and reached under 2 at N42 (N36 =
2.05, N42 = 1.88).

Across all sampled N, the probability of rejecting the null hypoth-
esis was 1.

Contextual Cueing (CC).
Block ××××× Condition Interaction. The Block × Condition interac-

tion effect was on the boundary between very small and small (N313e2
p;

M = 0.02, SD = 0.01, LB = 0.01, UB = 0.04; Figure 4C). There was
a minor discrepancy between the N313 and Nmed (N25) means, but the
Nmed Mdn agreed (M = 0.03, Mdn = 0.02, SD = 0.03). Similar to the
SRT task, the effect size distribution for Nmed included zero (Nmed
LB = �0.02, UB = 0.11), thus experiments with Nmed may some-
times motivate different conclusions to N313. Speci�cally, when the
effect size is below zero, it would be concluded that repeating displays
leads to a slowing of RTs (rather than speeding RTs), relative to novel
displays. There was also a greater extent of precision loss at Nmed than
was observed for other tasks (qq ratio: 4.16). The qq ratio for small N
was �6 (N13 = 6.41, N15 = 5.64), and reached under 2 at N82 (N69 =
2.08, N82 = 1.84). The remaining qq ratios are presented in Figure 5.

Figure 3
Effect Size Distributions for the AB and MT Paradigms
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Note. (A) AB: Partial epsilon squared distributions for selected N for the main effect of lag. (B)
Showing the mean partial epsilon squared, and the UB and LB quantiles [0.025, 0.975], for the
main effect of lag, across N (AB). (C) MT: Same as in (A), but for the main effect of task condition
(MT). (D) Same as in (B), for the main effect of task condition (MT), (E) As in (C), but for the Task ×
Modality interaction (MT). (F) As in (D), but for the MT Task × Modality interaction. AB =
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for the color version of this �gure.
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The probability of rejecting the null hypothesis at Nmed was
p = .35. A sample size of N82 was required to achieve statistical
power of .90%(N69, p = .90; N82, p = .95).

Main Effect of Condition. The main effect of condition was
large (N313 e2

p; M = 0.31, SD = 0.03, LB = 0.25, UB = 0.37; see
Figure 4E). There was a minor discrepancy between the mean
estimates for N313 and Nmed (M = 0.33, Mdn = 0.32, SD = 0.08,
LB = 0.20, UB = 0.47; see Figure 4F). The precision loss was
comparable to the SRT (qq ratio: 2.19). The qq ratio for small
N was �2.8 (N13 = 2.82, N15 = 2.75), and reached under 2 at
N36 (N30 = 2.19, N36 = 1.97). The remaining qq ratios are pre-
sented in Figure 5.

The probability of rejecting the null hypothesis at Nmed was
p = .39. A sample size of N136 was required to achieve statistical
power of .90% (N115, p = .97; N136, p = .99).

Impacts of Imprecision and Missing Literature

Having characterized the effect size distributions for each task, we
next sought to determine the impact of effect size imprecision when
basing power calculations on a similar study that uses Nmed, and the
extent to which effect size estimates could be in�ated in cases
where there may be missing information owing to publication bias.
For the former, we computed p(hit | N ); for the AB, MT, and SRT par-
adigms, the p(hit | Nmed) was �0.66 (AB = 0.65, MT tc = 0.67, MT
tc × m = 0.67, SRT = 0.65). This suggests that sampling a similar
study will produce a reasonable a priori effect size estimate two-thirds
of the time (Note: It is interesting that the AB, MT, and SRT �elds
appear to have converged on an Nmed that puts them on a comparable
footing for hitting the best effect size. Indeed, if the MT and SRT
�elds used the same sample size as the AB �eld, the p(hit | N25) ratios

Figure 4
Effect Size Distributions Observed for the SRT and CC Paradigms
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Note. (A) SRT: Cohens dz for the effect of sequence learning, for selected N. (B) Showing the
mean dz, and the UB and LB quantiles [0.025, 0.975], for the effect of sequence, across N (SRT).
(C) CC: Same as in (A), but instead showing the density of partial epsilon squared for the Block ×
Condition interaction. (D) Same as in (B), for the mean partial epsilon squared of the Block ×
Condition interaction (CC). (E) As in (C), but for the main effect of condition (CC). (F) As in
(D), but for the main effect of condition (CC). SRT = serial response task; CC = contextual cue-
ing; UB = upper bound; LB = lower bound. See the online article for the color version of this
�gure.
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for the three effects would be �0.57 (MT tc = 0.59, MT tc × m =
0.54, SRT = 0.57). For the CC paradigm, the p(hit | Nmed = �.48
(b × c = 0.40, c = 0.55). This suggests that basing effect size esti-
mates on a similar CC study will result in an appropriately powered
study 50% of the time. The remaining p(hit | Nx) are presented in
Figure 6.

Next, we estimate the in�ation bias that is incurred by using a
given N. Here we focus on the MT and CC paradigms, as they con-
tained effects where the null was not consistently rejected at Nmed.
For the MT task, the Task Condition × Modality in�ation bias for
Nmed was 0.04 e2

p. No in�ation bias was present for the main effect
of the task condition (all N = 0). For the CC, the Block ×
Condition interaction in�ation bias at Nmed was 0.03 e2

p, for the
main effect of condition the Nmed in�ation bias was nominal
(�0.003 e2

p). These and the remaining in�ation bias estimates are
presented in Figure 7.

Predicting Error in Effect Size Estimates

Last, we determined which aspects of the data were predictive of
erroneous effect size estimates. Multiple regression analysis showed
that between �9% and 40% of the variance in effect size errors were
predicted by effect skewness, effect kurtosis, mean intraindividual
variance, mean intraindividual skewness, and mean intraindividual
kurtosis (M r2

cvs [SD]: AB = 0.39 [0.08], MT main effect of task =
0.09 [0.05], MT Task × Modality interaction = 0.11 [0.04], SRT =
0.22 [0.09], CC main effect of condition: 0.19 [0.08], all model
ps , .001), apart from for the Block × Condition effect from the
CC task, where the model accounted for a negligible proportion
(�1%) of effect size error, F(5, 994) = 2.35, p = .04. This suggests
that both interindividual and intraindividual skewness and kurtosis
predict variability in effect size errors.

The resulting regression equations (see Appendix B) are useful for
researchers using the tasks studied here, who wish to predict the extent
to which their own experiment may have yielded an imprecise effect
size estimate. However, what is more widely useful is understanding
which regressors signi�cantly predict effect size imprecision across
tasks. We therefore determined which regressors showed signi�cant
predictive power across tasks, applying Bonferroni correction for mul-
tiple comparisons. For the AB, MT, and SRT tasks, effect skewness
and kurtosis were signi�cant predictors of effect size error (all ps � .005,
see Appendix B). Mean intraindividual skew was a signi�cant predictor
across all four tasks (all ps , .008), apart from for the MT Task ×
Condition interaction (p = .08).

Having identi�ed the regressors that suggest imprecision in effect
size estimates across tasks, we next sought to determine which predic-
tors could be used as a marker of imprecision when a researcher is
unable to hold the in�uence of other predictors constant. Such a �nding
would suggest that the use of a single piece of information (e.g., effect
skewness) could act as a marker for whether a single experiment has
yielded an imprecise effect size estimate. Simple regressions between
each predictor and effect size errors showed that effect skewness tended
to predict a higher proportion of the variance (adjusted R2s = .04–.10,
all ps , .001) than kurtosis (adjusted R2 = �.00 to .01, all ps , .7),
apart from for the MT Condition × Task interaction (skewness:
adjusted R2 = .0004, p , .01, kurtosis: adjusted R2 = .06, p , .001).
Although mean within-participant skewness predicted higher amounts
of error variance for the AB (adjusted R2 = .18) and CC main effect of
condition (adjusted R2 = .16), its predictive power was poor for the
remaining tasks (adjusted R2s �.02, all ps , .17). This suggests that
effect skewness is the best potential general proxy of effect size impre-
cision, when not controlling for other in�uences.

Figure 5
QQ Ratios Plotted by N for Each Task Effect
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Note. QQ = quantile–quantile; AB = attentional blink; tc = main effect
of task condition from the MT paradigm; tc*m = Trial Condition ×
Modality interaction; SRT = serial response task; CC = contextual cueing;
b*c = Block × Condition interaction from the CC task; c = main effect of
condition from the CC task. See the online article for the color version of
this �gure.

Figure 6
Probability of a Single Study Producing an Effect Size Estimates
That Are Within the LB and UB for the Best Estimate (p(hit | N )),
Plotted by N for Each Task Effect
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Note. CC = contextual cueing; AB = attentional blink; tc = main effect of
task condition from the MT paradigm; tc*m = Trial Condition × Modality
interaction; SRT = serial response task; b*c = Block × Condition interaction
from the CC task; c = main effect of condition from the CC task. See the
online article for the color version of this �gure.
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As effect skewness is the best candidate for predicting variance in
effect size error across tasks, we next determined which values of
effect skewness predict problematic levels of effect size error
(de�ned as values falling outside the .025 and .075 quantiles for
N313). Across tasks, moderate to large negative effect skewness
(�0.70 to 1.29) predicted erroneous overestimates of effect size,
whereas large positive effect skewness (1.35–3.80) predicted errone-
ous underestimates. Thus, if data from a single experiment show
moderate to large values of effect skewness, this is a signal that
extra caution is warranted when interpreting effect size estimates.

Discussion

We simulated 1,000 bootstrapped experiments across 20 Ns rang-
ing from 13 to 313. For each paradigm and from each set of simula-
tions, we determined the impact of N on error in effect size estimates.
In doing so, we were able to quantify a range of effect sizes that
researchers can consider when performing power analyses, particu-
larly when using the AB, MT, SRT, or CC paradigms. We deter-
mined precision loss in effect size estimates as a function of N and
found that decreasing Nmax to Nmed in�ated the range of effect
sizes by factors ranging between 1.78 and 4.16. We also computed
the probability of attaining an accurate effect size estimate (de�ned
as falling between the .025 and .975 quantiles of Nmax) and found
that sampling a single study would result in a reasonable estimate
of between 40% and 67% of samples. Last, we computed the in�a-
tion bias for effects that carried ,90% power at Nmed. We found that
in�ation biases ranged from a nominal to small effect (e2

p = �.003 to
.03). These �ndings can inform study planning, study interpretation,
and theory development.

Study Planning

Our �ndings have practical relevance for study planning. First, we
have provided a range of effect sizes that researchers can use to
inform power calculations for their own studies. Furthermore, we
have shown that in the case of smaller effects (e2

p = .01–.3), Nmed
was consistently smaller than is required to attain 90% power to

reject the null hypothesis. This suggests that researchers should con-
sider whether their research question concerns an effect that may be
subtle or variable across participants, and if so, recruit higher Ns than
is currently standard. This would promote the maintenance of appro-
priate Type 2 error rates. For the small effects observed here, a min-
imum N of 69 participants was required. Note also that for each task,
the statistical model used was one geared at ascertaining the exis-
tence of an effect (e.g., was there an AB present?). These �ndings
suggest that as soon as hypotheses become more nuanced, for exam-
ple, referring to factors that should modulate the strength of a known
effect, effect sizes are likely to be of a smaller range.

The current �ndings also reveal that sampling a few similar stud-
ies to determine a suitable minimum effect size for power analysis is
a questionable approach, given the standard Nmeds. For larger
effects, this will lead to an inappropriately powered study �33%
of the time, whereas this rate will be �50% for smaller effects.
Furthermore, the current in�ation bias data suggest that in the case
of interactions, (and smaller effects), a comprehensive meta-analysis
is likely to yield an in�ated estimate when the �eld uses ,N69 as the
standard. Therefore, researchers using existing research to determine
appropriate effect sizes for power analyses would be well advised to
adjust (decrease) anticipated minimum effect sizes to ensure they
avoid an underpowered study. However, given the suggested cur-
rently indicated state of the �eld, the better approach is for research-
ers to use theoretically motivated minimum effect size estimates, that
include consideration for how likely the effect is to vary across indi-
viduals, when conducting power calculations.

These �ndings complement the insights offered by previous simu-
lation studies into the factors in�uencing effect size estimates.
Previous simulation work has highlighted conditions that cause bias
in effect size estimates (Gelman & Carlin, 2014; e.g., Lane &
Dunlap, 1978; Okada, 2013; Troncoso Skidmore & Thompson,
2013) and the consequences for power calculations (Albers &
Lakens, 2018; Anderson et al., 2017), by generating data sets under
simplifying conditions such as using between subjects designs or
using lower and fewer samples of N. Collectively, these studies have
determined which effect size measures provide unbiased estimates
(e.g., e2

p vs. h2
p), that effect size estimates are likely to be in�ated

Figure 7
In�ation Bias Scores Plotted by N for (A) the Task Condition and Task Condition ×
Modality Interactions for the MT Paradigm, and (B) the Block × Condition
Interaction and Main Effect of Condition From the CC Paradigm
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Note. MT = multitasking; tc = task condition; tc*m = Task Condition × Modality; b*c =
Block × Condition interaction; c = main effect of condition. Error bars re�ect pooled standard
error of the difference.
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due to publication bias and low statistical power, and that the process of
study design should account for uncertainty in the magnitude and
direction of anticipated effect sizes. However, it can be challenging
to determine the uncertainty around effect size estimates and the impact
of differing N on that uncertainty without quanti�cations of the
expected effect size, and the variability around that effect size, for a
given �eld of study. By taking the current step away from simplifying
data-generating conditions, and instead simulating experiments based
on data from speci�c paradigms with more complex designs, we pro-
vide insight into the uncertainty regarding effect size estimates for eco-
logically valid data taken from the AB, MT, SRT, and CC paradigms.

We also show that for the larger effect sizes studied here
(e2

p = .6–.9, d � 1.9), effect skewness, which is driven by interparti-
cipant variability, shows a predictive relationship with imprecision
in effect size estimates. This was not the case for the smallest effects
under study (e2

p = .02–.31), where intraindividual skewness and kur-
tosis of the data were the signi�cant predictors of imprecision. Thus,
researchers wishing to determine the likelihood of an erroneous esti-
mate in their own data should examine different features of the data
(interindividual vs. intraindividual skewness) according to the
expected effect size. This �nding also carries potential consequences
for the tradeoff between N and repeated measures (number of trials)
that must be decided for any given study. Speci�cally, when an
effect size is small across participants, intraindividual variability is
the limiting factor for precisely quantifying an effect. This accords
with previous observations concerning the reduction of Type 2
errors (Rouder & Haaf, 2018). What the current �ndings suggest
is that decision processes regarding the tradeoff between N and
repeated measures should also consider the number of each required
to attain a relatively normal distribution of effects, for either interin-
dividual or intraindividual data, depending on whether the antici-
pated effect size is large or small, respectively. Future work
should use simulation approaches to verify the causal link between
skewness and error in effect size estimates.

Study Interpretation

Our �ndings also offer insight into the interpretation of existing
studies using the AB, MT, SRT, and CC paradigms. Researchers eval-
uating existing studies can use the current �ndings to estimate the
potential imprecision of a given effect size, and can accordingly
weight their belief in consequent theoretical assertions. The current
�ndings also enable (largely positive) evaluations of the broader liter-
ature for each paradigm. Statistical power was largely very strong,
apart from interactions, which involved small or medium effects.
This suggests that the published literature will likely cumulatively
re�ect a reasonable effect size estimate, across all N, when the effect
under study is a main effect. However, for interaction effects
(for which we only saw very small to medium effect sizes
[e2

p = .02–.17]), we consistently found that �82 participants were
required to achieve .90% power, which was far above the Nmed for
each paradigm. It follows that interactions would be relatively under-
powered since data are being divided into more bins, and this accords
with other observations that current practices result in low statistical
power for interaction effects (e.g., Lakens & Caldwell, 2021).
However, our survey of the �eld suggests that investigation of interac-
tion effects with low N remains common practice when measuring
attention, executive function, and implicit learning. The current �nd-
ings demonstrate that cumulative approaches would be hampered by

current practices in characterizing interaction effects (at least in the
case of MT and CC).

We believe these �ndings offer new insights when considering what
constitutes a well-powered study for investigations into attention, exec-
utive function, and implicit learning. The current �ndings show that
achieving statistical power to reject the null hypothesis is either trivially
easy or, in the case of very small effects (as we observed for CC b × c),
is inevitable with suf�cient N. Therefore, demonstrating rejection of
the null hypothesis has relatively little to offer if the goal is to develop
theory and leverage insights from cumulative science (Chen et al.,
2019; Cumming, 2014; Gelman & Carlin, 2014; Lorca-Puls et al.,
2018). Here we show that if a given �eld can pool data, or collectively
provide the appropriate simulation parameters, then it is possible to
plan research studies with the aim of producing an effect size estimate
that has an acceptable level of precision. Here we de�ned an acceptable
level of precision as falling within the .025 and .975 quantiles of the
distribution of the best estimate (N313). The usefulness of our de�nition
could potentially be limited to the current sample and task materials. It
would be useful to conduct multiple large N studies aimed at charac-
terizing effect size distributions across multiple cognitive phenomena.
This would not only inform tolerable precision levels, but could also
help with theory development. For example, we would better under-
stand the effect magnitude that candidate models should emulate.
Furthermore, there would exist more baseline effect magnitudes that
could serve as a reference, or upper limit, when hypothesizing factors
that modulate the effect.

Just as knowing about the distributional properties of effect sizes
observed across many replications provides information about
study design and interpretation, so too can considering the distribu-
tional qualities of observed p values. The p value is itself a random
variable that will vary from experiment to experiment (e.g., Chen
et al., 2019), yet this variation is rarely considered when research-
ers report a single p value for each reported effect. Understanding
exactly how a p value may vary across replications can help identify
where there may be missing literature owing to publication bias, or
uncertainty regarding the rejection of the null hypothesis (e.g.,
Nolan et al., 2018). Moreover, although it is known that p values
are inversely related to effect size, the relationship is both nonlinear
and nontrivial to compute as it depends on other factors such as the
sample size, the underlying data type (e.g., independent vs. depen-
dent) and the statistical test (Faul et al., 2007). The current simula-
tion approach could also be employed to better map the relationship
between N and p values, for varying effects. This can yield insights
into uncertainty over p values and assist with the interpretation of
research �ndings. We provide the p value data from the current sim-
ulations as the �gures in the online supplemental materials2 to help
with this endeavor.

Theory Development

The current simulation approach can also inform theory develop-
ment. In the case of implicit learning, our results showed that for the
CC paradigm, the Block × Condition interaction effect was very
small (e2

p = .01–.04). This may be because the effect is very small
across all variations of the paradigm, or that the current design
parameters may not effectively measure the effect. The current

2 See https://github.com/kel-github/Super-Effects/tree/master/doc/supp-�gs.
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paradigm was modeled on the seminal demonstration (Chun &
Jiang, 1998). Nonetheless, there may be critical design parameters
that with modi�cation, elicit a larger (and more positive) range of
interaction effects. Applying the current simulation approach to
data collected across varying implementations of the CC paradigm
can yield insights into what produces the effect, and consequently
can help re�ne theory regarding the causes of the effect.

The current approach of using a large data set also offers insight
into the impact of increasing individual variation while holding mea-
surement error relatively constant, for each paradigm under study
here. Hopefully, at N313 the contribution of individual variation is
relatively low compared to the measurement error. Given this, the
currently observed comparable rates of change for the qq ratio and
p(hit | N ) values across paradigms may be unsurprising. This consis-
tency may be of some value when quantifying the impact of individ-
ual variation on predicted effect magnitudes. Furthermore, the range
of effect sizes observed for experiments at N313 provides an estimate
of measurement error that could be built into quantitative predictions
for the AB, MT, SRT, and CC effects.

Limitations

It remains an open question whether the current �ndings general-
ize beyond the paradigms and participant pool used here. There are
some suggestions of generalizability of the current observations
across tasks that should be investigated in future research. Across
all the e2

p �ndings, the standard deviations at N313 were small
(SDs = .01–.03), and each standard deviation doubled or tripled as
a function of moving from N313 to Nmed. Therefore, it is possible
that effect sizes such as e2

p will show a comparable reduction in var-
iability as N increases to the hundreds, across all paradigms. If this
were found to be true, then researchers could apply the rates of
change observed here to effect size estimates from their own �eld
of study in order to determine the N required to achieve a tolerable
level of precision. Moreover, changes in p(hit | N ) and qq ratio
rates were comparable across N for all effects, regardless of size, sug-
gesting invariance to the measurement differences across paradigms.
Future research should determine the extent to which these rates were
dependent upon the current sample of N313, which was arguably
homogeneous with regard to population characteristics. Indeed, it
is pertinent to determine the extent to which our results would
hold with more heterogeneous samples. For example, estimates of
effect sizes may be more variable under less constrained conditions,
such as when community samples complete online studies. Future
work should determine the extent to which study design choices
may hamper precise effect size estimates in such groups.

A further limitation is that the p(hit | N ) and qq ratio values were
dependent on the range of effect sizes observed at N313. The results
may be different if we had sampled N1,000 (for example). Thus the
interpretation of the current �ndings is dependent on how willing
the researcher is to assume that several hundred participants are a
suf�cient representation of “as good as it gets.” Given the small
ranges of effect sizes observed for N313, we certainly think this is
a reasonable place to start.

Conclusions

By simulating experiments across varying N for popular para-
digms from the study of attention, executive function, and implicit

learning, we are able to provide insights into the precision of effect
size estimates that are unknowable from simulation approaches that
make simplifying assumptions regarding the data. Using the current
approach, we can identify the mean effect size and the variability of
that effect size, under the best-case scenario. This allows us to quan-
tify the change in precision of effect size estimates with varying N.
We identify that using a typical N can double the imprecision of
effect size estimates, and characterize to what extent this reduces
the chances that a single study will provide a reasonable effect
size estimate. In the case of the small effect sizes observed here,
in�ation bias can amount to the equivalent of a small effect size.
Amassing large data sets to allow characterization of error in effect
size estimates is a useful exercise when seeking to plan studies that
facilitate cumulative science.
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Appendix A

Soundness of Bootstrap Resampling Procedure

We report here the results of simulations that indicate the sound-
ness of our bootstrapping procedure. We seek to determine that we
have not biased our results on the basis of our sampling method.
These simulations also justify the soundness of the analysis in
Lorca-Puls et al. (2018). The code of these simulations is available
in the online repository for this study.

We assume a “base-sample,” which in this article would be the
collection of 313 participants who performed each of the four exec-
utive function and implicit learning experiments. For Lorca-Puls
et al. (2018), it would be a large set (360) of patients selected
from the Ploras database according to some criteria, and for the sim-
ulations discussed here a large set (360) of numbers sampled from a
Gaussian. The key property we are seeking to verify is the following:
For a given “base-sample,” sampling directly with replacement
(direct_wi_rep) from the base-sample generates the same uncer-
tainty (i.e. standard deviations) as sampling indirectly with replace-
ment (indirect_wi_rep) from the base-sample (see below for a
de�nition of indirect_wi_rep).

The simulations proceed as follows, using the sample sizes
employed in Lorca-Puls et al. (2018), which are comparable to the
current work.

Basic Procedure
1. Sample a base-sample of size 360 from a Gaussian, call this

base-sample.
2. Sample from base-sample to generate subsamples with sizes

ranging from 330 to 30 (in steps of 30), we denote these sizes
with M. For all of these subsample sizes, N samples are taken.
Thus, we are left with N samples all of size 330, N samples all
of size 300, N samples all of size 270, and so on down to N
samples all of size 30. (Conceptually, one of the N samples of
a particular size represents the data that could have been col-
lected in a single experiment with M participants.)

3. These subsamples were taken under four different sampling
procedures:

a. direct_wi_rep: This is a bootstrapping procedure
(hence, wi_rep, i.e., with replacement), and the boot-
strap samples are taken directly from the base-sample
(hence, direct).

b. direct_w/o_rep: This again samples directly from the
base-sample, but it is not bootstrapping, since samples
are taken without replacement; as a result, there is no
duplication of elements within each sample, although
different samples can include the same elements.

c. indirect_wi_rep: This is a bootstrapping procedure,
but it involves two levels of sampling; that is, a �rst
sample is taken (without replacement) from the base-
sample, which we call the intermediate sample, and

then subsamples proper are bootstrapped from this
intermediate sample.

d. disjoint: This involves performing disjoint splits of the
base-sample; accordingly, the smallest samples that
can be generated are of size 180 for a base-sample of
size 360.

We also have a reference condition, which is a ground truth and
involves sampling directly from a Gaussian, rather than directly or
indirectly from a base-sample.

4. For any subsample size and sampling procedure, we proceed
as follows:

a. We will have N subsamples.
b. Calculate the Cohen’s d (difference from zero) effect

size of each of these N subsamples.
c. The resulting (N item) distribution of Cohen’s ds is

playing the role of one of the distributions of effect
sizes in the main body of this article.

d. We then calculate the standard deviation of this distri-
bution of Cohen’s ds, which plays the role of the dis-
persion of one of these distributions of effect sizes. We
call this the basic procedure standard deviation.

We now iterate over this basic procedure in order to determine the
statistics (central tendency and dispersion) of the basic procedure stan-
dard deviations. Thus, we run the basic procedure many times and cal-
culate a mean estimate of the standard deviation of basic procedure
distributions. We also calculate the standard deviation across these
basic procedure standard deviations, in order to understand the vari-
ability in a single running of the basic procedure.

Results

The results of our simulations are shown in Figures A1 and A2.
Figure A1 is the main �nding. Central tendencies are being esti-

mated of standard deviations of sets of parameter estimates (here,
effect sizes), each of which was generated from a resampling. So,
this mirrors what happens in the main body of this article, where
bootstrap samples are generated, effect sizes of each are calculated
and the results are put into a distribution.

Critically, in Figure A1, the direct_wi_rep and indirect_wi_rep lines
track each other. direct_wi_rep is the procedure employed in the main
body of this article and Lorca-Puls et al., that is, bootstrap smaller
and smaller samples from single (eventually much bigger) root data
set (our base-sample). Consequently, the smaller samples will have
fewer items in common between samples, than the larger samples,
and one might think this is what causes the increased variability we
see as samples get smaller, that is, the increase in curves as one
moves from left (large samples) to right (small samples) in Figure A1.

(Appendices continue)
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The indirect_wi_rep line counters this, since it �rst samples an
“intermediate” sample from the large, base, sample, which is the
size of the bootstrap samples then generated from it, for example,
the indirect_wi_rep 60 data point is generated from bootstrap sam-
ples of size 60 from a sample that was of size 60. Thus, at each sam-
ple size, bootstrap samples were generated from samples of the same
size as the bootstrap samples.

Importantly, this does not change the pattern we observe of mean
estimates of standard deviations. An explanation of why the indi-
rect_wi_rep curve is not different from the direct_wi_rep one is
the following. Even if, on the direct_wi_rep curve, you mapped sub-
samples to underlying sets (mathematically, sets do not re�ect repe-
tition, just containing each item that arises at least once) and then
took the intersection, you would �nd less overlap, as subsamples
get smaller, that does not automatically mean the procedure is inva-
lid. That is, the variability in bootstrapping is generated from the
varying number of times (including zero times) that the same
items appear in a set. The combinatorics of the variability generated
in this way is so great that it swamps any decreased overlap that
would be apparent when going to underlying sets (i.e., removing
repetitions). Indeed, this re�ects what is the essential property that
makes bootstrapping work. For instance, when bootstrapping sam-
ples of size R from a set of size R one will often generate bootstrap
samples where the underlying set of items in the samples is the same,
but the number of times each item appears in the bootstrap samples

varies; it is this variability in number of repetitions that creates the
variability in the statistic calculated using bootstrapping.

Our second set of �ndings is shown in Figure A2. Firstly, this shows
that all sampling procedures add uncertainty compared to the reference
procedure (which is our ground truth), and this effect increases with a
reduction in subsample size. Thus, the sampling procedures create var-
iability, but (since the central tendency is accurate) not bias.

Furthermore, Figure A2 shows that, while (as shown in Figure A1)
the central tendency across many repetitions (of the basic procedure)
gives the same dispersion estimate for indirect_wi_rep and direct_-
wi_rep, the former is dramatically more variable in its dispersion
estimate than the latter. This then means that a single run of the
basic procedure is likely to generate an inaccurate estimate of the dis-
persion of a statistic if indirect_wi_rep is used. However, since
direct_wi_rep exhibits the same central tendency for the dispersion
of the statistic, it can be used in place of indirect_wi_rep, with no
loss and indeed, this is exactly what is done in the main body of
this article and Lorca-Puls et al.

This is important since, as previously discussed, indirect_wi_rep
could be considered conceptually bulletproof, since the probability of
overlap between subsamples does not reduce as the sample size gets
smaller.

The comparison of reference and indirect_wi_rep is also of note.
The point of interest for this appendix is what happens with direct
sampling with replacement (direct_wi_rep) as the sample size gets
small, and whether there remains a nontrivial probability of the

Figure A1
Mean Estimate of Basic Procedure Standard Deviations, When the
Main Statistic Is the Effect Size

Note. This corresponds to a central tendency estimate of the standard devi-
ations of basic procedure distributions. This is given for a range of subsam-
ple sizes and plotted for the four different resampling procedures, with the
nature of the disjoint split procedure meaning that it cannot have subsample
sizes .180. The ground truth reference procedure is also shown. The lines
for direct wi rep, indirect wi rep, and reference, are sat on top of each other,
while direct wo rep and disjoint, are sat on top of each other. Importantly,
direct wi rep and indirect wi rep show the same pattern, which is our �nding.
dev. = deviation; wi rep = with replication; w/o rep = without replication;
disjoint = disjoint splits of the base-sample (See 3d); std = standard devia-
tion. See the online article for the color version of this �gure.

Figure A2
Estimate of Standard Deviation of Basic Procedure Standard
Deviations, When the Main Statistic Is the Effect Size

Note. This corresponds to a dispersion estimate of the standard deviations
of basic procedure distributions. This is given for a range of subsample sizes.
This is plotted for the four different resampling procedures, with the nature
of the disjoint split procedure meaning that it cannot have subsample sizes
.180. The ground truth reference procedure is also shown. It is clear that
indirect wi rep adds considerable variability to standard deviation estimates,
as sample sizes get small. dev. = deviation; wi rep = with replication; w/o
rep = without replication; disjoint = disjoint splits of the base-sample (See
3d); std = standard deviation. See the online article for the color version
of this �gure.
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same data points appearing in multiple samples even when the
sample size is small. This is because it is the difference in this prob-
ability of overlap between direct and indirect sampling that we are
interested in. Indeed, the most liberal test of our hypothesis (i.e.,
giving the greatest opportunity to �nd a disparity between direct
and indirect sampling) is one in which the probability of the
same data points appearing in multiple samples with direct sam-
pling is vanishingly small. This is what the reference case gives
us. With real numbers, there is (mathematically) a probability of

zero of sampling the same number multiple times from a
Gaussian, so all the samples generated under reference are disjoint
by construction. (This is, of course, putting aside issues of maximum
precision available on a particular computer, which no approach can
overcome.) The fact that reference shows the same pattern as direct_-
wi_rep in Figures A1 and A2 suggests that increasing the size of the
base_sample in order to reduce sample overlap in direct_wi_rep will
not change the basic �ndings, that is, what we demonstrate here with
base samples of 360 is in fact fully general.

Appendix B

Predicting Error in Effect Size Estimates From Data Characteristics

Here we show the beta coef�cients from the regression
analysis used to infer the extent to which data skewness and kur-
tosis might predict error in effect size estimates. The equations

may be bene�cial to those with similar data who wish to deter-
mine the extent to which their effect size estimate may be
imprecise.
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Table B1
Regression Coef�cients for Data Characteristics When Predicting Error in Effect Size Estimates

Effect Intercept Skewness Kurtosis Intravariance Intraskewness Intrakurtosis

AB �0.83*** �0.06***+ 0.01***+ 0.04*** �1.54***+ �1.87***
MT 0.04 �0.02***+ 0.02***+ �0.02 0.10***+ �0.04**
MT × Mod �1.47 0.20***+ 0.87***+ �24.03*** 1.88 �0.51
SRT �2.82*** �0.28***+ 0.13**+ �0.71*** 0.24***+ �0.33**
CC tt 0.14*** 0.00 �0.01 �1.64*** 0.11*** 0.02
CC b × tt �2.59*** �0.03 �0.02 0.33*** 0.35 0.02

Note. AB = attentional blink; MT = main effect of multitasking; MT × Mod = Multitasking × Task-Modality interaction; SRT = serial response task
(novel—repeat RT), CC tt = contextual-cueing, main effect of trial type (tt: repeat vs. novel); CC b × tt = contextual cueing, Block × Trial type).
+ Signi�cant across all tasks (for which the model was signi�cant), after correction for multiple comparisons. ** p , .008. *** p , .001.
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