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Abstract
The selection of suitable models and solutions is a fundamental requirement for con-
ducting energy flow analysis in integrated energy systems (IES). However, this task is
challenging due to the vast number of existing models and solutions, making it difficult to
comprehensively compare scholars' studies with current work. In this paper, we aim to
address this issue by presenting a comprehensive overview of mainstream IES models and
clarifying their relationships, thereby providing guidance for scholars in selecting appro-
priate models. Additionally, we introduce several widely used solvers for solving algebraic
and differential equations, along with their detailed implementations in the energy flow
analysis of IES. Furthermore, we conduct extensive testing and demonstration of these
models and methods in various cases to establish benchmarking datasets. To facilitate
reproducibility, verification and comparisons, we provide open‐source access to these
datasets, including system data, analysis settings and implementations of the various
solvers in the mainstream models. Scholars can utilise the provided datasets to reproduce
the results, verify the findings and perform comparative analyses. Moreover, they have the
flexibility to customise these settings according to their specific requirements.
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1 | INTRODUCTION

1.1 | Background and motivations

Driven by escalating energy and environmental concerns,
traditional energy systems are undergoing a transformation,
characterised by increased renewable energy integration,
enhanced energy efficiency and reduced carbon emissions.1

However, most energy systems are currently designed, con-
structed and operated independently, which poses significant
barriers to achieving coordination and exploiting synergies
among them. For instance, the intermittency of renewable
generation often leads to renewable energy curtailment.
Nevertheless, by utilising energy conversion units, surplus
electricity can be efficiently converted into gas or thermal
power, which can then be utilised for gas supply or heating

purposes. Moreover, the high demand for air conditioning
during winter places substantial strain on the secure operation
of the power system (PS). Nonetheless, by effectively managing
the thermal inertia of buildings and heating networks, it is
possible to reduce the electric load during peak periods
without compromising user comfort. Integrated energy sys-
tems (IES) have emerged as a promising solution to address
these challenges, as they facilitate the coordination of multiple
energy flows to enhance energy efficiency and improve oper-
ational flexibility, garnering global attention.2 To realise the
aforementioned advantages, accurate and efficient methods for
energy flow analysis including electricity, gas and heat are of
paramount importance.

Formulating appropriate IES models and solving them
under given conditions constitute two fundamental yet
formidable tasks in energy flow analysis. However, these tasks
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present significant challenges. From a physical perspective, the
heterogeneous transport properties of multi‐energy flows
introduce multi‐timescale dynamics within IES. Although in-
dependent energy subsystems are integrated at specific
coupling units, the bidirectional energy flows give rise to
mutual influences across various timescales, resulting in
exceptionally complex combined analysis. From a mathemat-
ical standpoint, the IES model is described by high‐
dimensional partial differential–algebraic equations (PDAEs).
Striking a balance between modelling accuracy and solution
efficiency while ensuring convergence and stability poses a
formidable challenge.3

1.2 | Literature review

In practical applications, the timescales of gas and heating
systems (GS and HS) typically span from tens of minutes to
hours. On the other hand, dynamic processes in the PS, such as
electromagnetic and electromechanical transients, occur within
microseconds to seconds, while static processes generally un-
fold over minutes. As a result, the PS primarily interacts with
the GS and HS on a timescale of minutes. Therefore, the
combined analysis predominantly focuses on the minute‐level
timescale and employs the static power flow model. In
contrast, the GS and HS models are classified based on their
respective timescales, giving rise to two types of energy flow
analysis in IES, that is, static analysis and dynamic analysis.

Static energy flow analysis focuses on determining the state
distribution at a single time step. By solving sets of algebraic
equations (AEs) of static GS and HS models, static energy flow
analysis is commonly used for medium‐ to long‐term analysis
like planning or assessment problems and providing initial
values for dynamic analysis. In this regard, different solvers for
AEs were employed for analysis. Reference 4 utilised the
Newton–Raphson (NR) method to calculate energy flows in
heat‐electricity IES. Both decoupling and united solutions were
developed to address the problem in IES with different
coupling modes. Reference 5 extended the NR method to
incorporate electricity‐heat‐gas IES. United solutions were
adopted to solve the nonlinear problem and assess the impact
of bidirectional energy flows. In reference 6, a fixed‐point
iteration method was proposed to solve static energy flow in
a distributed manner. Similarly,7 implemented a distributed
calculation framework, employing the NR method and hol-
omorphic embedding methods for calculations in different
subsystems. To enhance the efficiency of the decomposed
solution,8,9 introduced the topological and component
decoupling methods, respectively, to accelerate the iterative
processes between different subsystems. These methods
improved the efficiency of the decomposed solution.

Dynamic energy flow analysis focuses on capturing the
effects of energy flow dynamics and their interdependencies
across multiple time steps. By solving PDAEs of dynamic GS
and HS models, dynamic energy flow analysis is commonly
used for real‐time problems like state estimation, simulation
and economic dispatch. In the literature, references 10 and 11

employed the finite difference method (FDM) for energy flow
optimisation. Specifically, central implicit schemes were used to
discretise dynamic equations in GS and HS, respectively. In
references 12 and 13, the Euler implicit schemes were utilised
for discretisation, incorporating energy flow dynamics to
facilitate renewable energy integration. Reference 14 proposed
a unified formulation for the FDM‐based analysis, where the
transfer matrixes of initial and boundary conditions were
derived to avoid the recursion and improve the efficiency. In
reference 15, the method of characteristics (MOC) was
employed to solve PDAEs and a sequential united method was
developed to enhance the robustness and efficiency of the
proposed PDAE solver. In addition to discretisation‐based
methods, another type of solver is based on function trans-
formation. These methods transform the original partial dif-
ferential equations (PDEs) into ordinary differential equations
(ODEs) in function space. By making certain approximations,
the ODEs in function space are solved and then inverse‐
transformed in the time domain. Representative function
transformation methods for dynamic energy flow analysis
include the Fourier transformation, Laplace transformation,
differential transformation, etc. For instance, in references 16
and 17, the Fourier transformation was applied for dynamic
analysis in GS and HS, representing the multi‐energy states as
combinations of different sinusoidal components. Reference
18 provides a comprehensive overview of the Fourier‐based
energy circuit method in energy management, discussing its
implementation and applications. In references 19 and 20, the
Laplace transformation was adopted to formulate the optimal
energy flow problems in GS and HS. By algebraizing the PDEs
using the Laplacian operator, the energy flow problems were
effectively addressed. The circuit‐analogue method based on
the Laplace transformation, along with its applications in low
carbon analysis, is summarised in reference 21. In references 22
and 23, the differential transformation was employed to
reformulate the AEs in PS and the PDAEs in HS, respectively.
This approach enabled the expression of nonlinear equation
sets in IES as recursive equation sets, thereby avoiding the
need for iterations. Contrasting with the aforementioned
studies focusing on energy flow, reference 24 analysed the
exergy distribution in IES and proposed a generalised frame-
work for exergy flow calculation.

Comparative methods for IES analysis are essential for
method verification and performance evaluation. However,
researchers often face challenges in selecting appropriate
benchmarking methods and conducting comprehensive ana-
lyses due to several reasons. Firstly, some simulation settings
are tailored to specific requirements and may not be easily
transferred to other scenarios with similar performance. For
example, the MOC accurately solves PDEs but requires small
time step sizes, making it unsuitable for systems with short
pipelines due to stability constraints.3 Secondly, many research
papers only present selected simulation results for illustration
and comparison, while detailed results are unavailable in the
manuscripts. This can lead to a biased comparison between the
proposed approach and existing methods. Thirdly, the lack of
open‐source benchmarking data and simulation settings in
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many research papers makes it challenging to reproduce and
validate the proposed work. Although some studies provide
benchmarking data for IES analysis,25 they are primarily
designed for static analysis and the necessary dataset for dy-
namic analysis, such as initial conditions and initial guesses, is
often lacking. To address these challenges, it is crucial for re-
searchers to establish standardised benchmarking datasets and
simulation settings that cover a wide range of IES scenarios.
Open‐sourcing such data would facilitate fair and compre-
hensive comparisons between different methods and promote
reproducibility in the field of IES analysis.

1.3 | Contributions and paper organization

To fulfil the mentioned gaps, three targets are raised in this
paper. The first target is introducing different IES models and
comprehensively characterising their correlations. The second
target is to reproduce mainstream solvers for energy flow
analysis in different IESs, thereby providing benchmarking
methods and simulation results for future verification. Finally,
with the benchmarking methods, we comprehensively compare
various IES models to clarify their applicable scope. We aim to
provide scholars with the open‐source dataset and method
sheet rather than give preferences to specific models or solvers.
The main contributions of this paper are summarised as
follows.

1. We provide detailed datasets for static and dynamic analysis
of IES, including the system data, simulation settings and
method parameters.

2. We provide the implementation of the benchmarking
methods. A sheet of mainstream methods is comprehen-
sively investigated.

3. We provide a performance comparison of the bench-
marking methods with their detailed simulation results. The
comparison is implemented in several IESs with different
simulation settings.

The remainder of this paper is as follows. Different IES
models are introduced in Section 2. The benchmarking
methods for static and dynamic analysis are given in Sections 3
and 4, respectively. Sections 5 and 6 present the case studies for
model comparisons and methods implementation, respectively.
Section 7 is finalised with a conclusion.

2 | FORMULATION OF IES MODELS

2.1 | Models of PS

At the timescale of minutes during regular operation, the AC
power flow is commonly adopted to describe electric power
flow distribution at buses and branches, as shown below.

PGi − PLi ¼Ui
X

j
Uj Gij cos θij þ Bij sin θij
� �

i; j ∈ Θe ð1Þ

QGi − QLi ¼Ui
X

j
Uj Gij sin θij − Bij cos θij
� �

i; j ∈ Θe ð2Þ

Pl;ij ¼UiUj Gij cos θij þ Bij sin θij
� �

− GijU2
i i; j ∈ Θe ð3Þ

Ql;ij ¼UiUj Gij sin θij − Bij cos θij
� �

þ BijU2
i i; j ∈ Θe ð4Þ

where PG and PL are the active power generation and con-
sumption;U and θ are the voltage magnitude and phase angle; Pl
andQl are the active and reactive branch power flow;B andX are
the susceptance and reactance; Θe is the bus set in the PS.

2.2 | Models of GS

2.2.1 | GS‐Model1

Assuming that the gas flow transportation is the isothermal
process and the pipeline inclination is zero, the continuity and
momentum equations and state equations are used to model
the gas flow dynamics, as shown below.

∂ρ
∂t
þ
∂ðρvÞ
∂x
¼ 0 ð5Þ

∂ ρv2ð Þ

∂x
þ
∂ðρvÞ
∂t
þ
∂p
∂x
þ

λgρv2

2D
¼ 0 ð6Þ

p¼ ρc2 ð7Þ

where p is the pressure, Pa; ρ is the density, kg/m3; v is the
flow velocity, m/s; D is the pipeline diameter, m; g is the
gravity acceleration, m/s2; λg is the friction factor of the gas
pipeline. The continuity Equation (5) represents mass conser-
vation, where the first and second terms denote mass change
and flux increment. The momentum Equation (6) represents
momentum conservation, where the four terms represent the
momentum increment caused by convection, acceleration,
surface stress and friction resistance. Equation (7) is the ideal
state equation in an isothermal process. Moreover, the density
and flow velocity are linked in the following equation.

q¼ Svρ ð8Þ

where S is the cross‐section area of the pipeline, m2; q is the
mass flow rate, kg/s. Replacing ρ with q, Equations (5) and (6)
can be rewritten as:

∂p
∂t
þ

c2

S
∂q
∂x
¼ 0;

c2

S2
∂
∂t

q2

p

� �

þ
∂p
∂x
þ
1
S
∂q
∂t
þ

λgc2q2

2DS2p
¼ 0 ð9Þ

Besides the distribution along the pipeline, the gas states
should also satisfy the conservation law at the junctions, as
shown below.
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pob − pnd;k¼ 0; pin − Kcp;kpnd;k ¼ 0 b ∈ Φo
g;k; n ∈ Φi

g;k ð10Þ

X

b

qob −
X

j
qij − qnd;k ¼ 0 k ∈ Θg; b ∈ Φo

g;k; j ∈ Φi
g;k ð11Þ

where qnd is the node mass flow rate, kg/s; pnd is the node
pressure, Pa; Kcp,k is the compression ratio if node k is a
compressor, else, Kcp,k = 1; superscripts ‘i’ and ‘o’ are the
symbols of inlet and outlet variables; Φo

g;k and Φ
i
g;k are the sets

of pipelines ending and starting at node k in the GS; Θg is the
node set in the GS.

Since the GS‐Model1 is too complex for analysis, certain
simplifications should be fitted to the given conditions,
deriving the following four mainstream models.

2.2.2 | GS‐Model2

Neglecting the convection terms in Equation (9), we have:

∂p
∂t
þ

c2

S
∂q
∂x
¼ 0;

∂p
∂x
þ
1
S
∂q
∂t
þ

λgc2q2

2DS2p
¼ 0 ð12Þ

Meanwhile, Equations (10) and (11) in GS‐Model1 remains
unchanged in GS‐Model2.

2.2.3 | GS‐Model3

Further neglecting the acceleration terms of the momentum
equation in (12), GS‐Model3 is expressed as:

∂p
∂t
þ

c2

S
∂q
∂x
¼ 0;

∂p
∂x
þ

λgc2q2

2DS2p
¼ 0 ð13Þ

Besides, Equations (10) and (11) in GS‐Model1 remain
unchanged.

2.2.4 | GS‐Model4 & 5

The nonlinearity in Equation (12) makes the analysis chal-
lenging. To address this issue, some studies employ methods
such as the average flow velocity to linearise the model, thereby
avoiding convergence and complexity issues while maintaining
certain accuracy. Correspondingly, GS‐Model2 and GS‐Model3
are linearised as follows.

∂p
∂t
þ

c2

S
∂q
∂x
¼ 0;

∂p
∂x
þ
1
S
∂q
∂t
þ

λgwq
2DS

¼ 0 ð14Þ

∂p
∂t
þ

c2

S
∂q
∂x
¼ 0;

∂p
∂x
þ

λgwq
2DS

¼ 0 ð15Þ

where w is the pre‐defined average flow velocity, m/s. Also,
Equations (10) and (11) in GS‐Model1 remain unchanged in
GS‐Model4 and GS‐Model5.

2.2.5 | GS‐Model6

At a larger timescale, the gas flow dynamics turn to be static. In
this condition, Equation (12) can be rewritten into AEs by
neglecting the differential terms regarding t.

dq
dx
¼ 0 ⇒ q¼ constant

dp
dx
þ

λgc2q2

2DS2p
¼ 0

⇒

poð Þ2 − pi
� �2 − Kgq2 ¼ 0

Kg ¼
λgc2L
DS2

8
>>><

>>>:

8
>>>><

>>>>:

ð16Þ

Substituting (10) into (16), all the pipeline pressures in GS‐
Model6 can be replaced with node pressures. Therefore,
Equation (16) can be rewritten as follows, while Equation (11)
remains unchanged.

p2nd;k − p2nd;n ¼ Kg;iq2i i ∈ Φg; k ∈ Θþg;i; n ∈ Θ−
g;i ð17Þ

where Θþg;i and Θ−
g;i are the nodes at the inlet and outlet of

pipeline i in the GS. The features of different GS models are
summarised in Table 1.

2.3 | Models of HS

The HS is a two‐layer system composed of supply and return
networks, wherein the thermal power is carried by the hot
water flow. According to the regulation mode, the HS models
can be categorised into two types. The first type of HS model
corresponds to the quantity regulation mode. Under quantity
regulation mode, the operators adjust the mass flow rate to
satisfy the thermal load, causing the hydraulic and thermal
coupling in the HS model. Another type corresponds to the
quality regulation model. Under this mode, the operators adjust
the water temperature while fixing the mass flow rate.
Consequently, the HS model under quality regulation only
contains thermal parts.

2.3.1 | Hydraulic model

According to reference 26, the pressure and flow changes over
1000 times faster than the temperature variation. The hydraulic
dynamics are considered to be of less significance compared
with the thermal dynamics. Therefore, the hydraulic model is
built in a static form, containing flow continuity equation in
(18), loop pressure equation in (19) and pressure loss equation
in (20).
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Am ¼mnd ð18Þ

BΔp ¼ 0 ð19Þ

Δpi ¼ Kf ;imijmij i ∈ Φh ð20Þ

where A is the node‐branch incidence matrix, aij = 1/−1 if
node i locates the inlet/outlet of pipeline j, else, aij = 0; m is
the vector of pipeline mass flow rate in the HS, kg/s; mnd is
the vector of node mass flow rate in the HS, kg/s; B is the
loop‐branch incidence matrix, bij = 1/−1 if the loop i has the
same/reverse direction as pipeline j, else, bij = 0; Kf is the
lumped pipeline resistance coefficient; ∆p is the vector of
pipeline pressure drop; Φh is the set of pipelines in the HS.

2.3.2 | HS‐Model1

Besides the hydraulic model, the thermal model is another part
of the HS model. Firstly, the pipeline temperature should
satisfy the energy conservation law. Neglecting the fluid heat
conduction, the corresponding equation is expressed as:

∂T
∂t
þ v

∂T
∂x
þ

v
Cwmλh

T ¼ 0 ð21Þ

where T is the pipe temperature that takes ambient tempera-
ture as the reference, °C; Cw is the water specific heat capacity,

J/(kg · °C); λh is the pipeline thermal resistance. The terms on
the left side of Equation (21) represent the temperature
variation of an infinitesimal element caused by the inner
energy change, transverse heat input and radial heat loss,
respectively.

Secondly, the hot water flow mixing at the nodes should
also satisfy the energy conservation law, thereby deriving the
following temperature mixing equation.

Tnd;k

X

b

mb ¼
X

j

mjT o
j k ∈ Θh; b ∈ Φi

h;k; j ∈ Φo
h;k ð22Þ

where Θh is the set of nodes in the HS; Φo
h;k and Φi

h;k are the
sets of pipelines ending and starting at node k in the HS; Tnd is
the node temperature.

Thirdly, the node and pipeline inlet temperatures should
satisfy the continuity equation, as shown below.

T i
j ¼ Tnd;k k ∈ Θh; j ∈ Φi

h;k ð23Þ

Fourthly, the supply and return temperatures are linked in
Equation (24), which describes the thermal power at nodes.

ϕi ¼ Cwmnd;i T s
nd;i − Tr

nd;i

� �
k ∈ Θh ð24Þ

where Ts
nd and Tr

nd are the node supply and return tempera-
tures, respectively; ϕ is the thermal power.

2.3.3 | HS‐Model2

Neglecting the temperature variation regarding t, Equation (21)
can be simplified as:

dT
dx
þ

T
Cwmλh

¼ 0 ⇒ To
¼ T ie

−L
Cwmλh ð25Þ

where L is the pipeline length, m. Similarly, the other equations
in HS‐Model2 are the same as those in HS‐Model1.

2.3.4 | HS‐Model3

Different from the above models deriving from the PDE, HS‐
Model3 directly models the time delay and thermal loss in the
HS and is called lumped model,26 as shown below.

To
t ¼ T i

t−ξlpe
−L

Cwmλh ξlp ¼ ⌊ L
vΔt⌋ ð26Þ

where ∆t is the time step size, ξlp is the pipeline time delay in
HS‐Model3. Meanwhile, hydraulic equations, temperature
mixing equation, temperature continuity equation and thermal
power equation of HS‐Model2 are the same as those in HS‐
Model1.

TABLE 1 Summary of current integrated energy system models.

Model Formulas Static/dynamic Nonlinear/linear

PS‐
Model

(1)–(4) Static Nonlinear

GS‐
Model1

(9)–(11) Dynamic Nonlinear

GS‐
Model2

(10)–(12) Dynamic Nonlinear

GS‐
Model3

(10), (11), (13) Dynamic Nonlinear

GS‐
Model4

(10), (11), (14) Dynamic Linear

GS‐
Model5

(10), (11), (15) Dynamic Linear

GS‐
Model6

(11), (17) Static Nonlinear

HS‐
Model1

(18)–(24) Dynamic Nonlinear

HS‐
Model2

(18)–(20),
(22)–(24), (25)

Static Linear in quality
regulation; nonlinear in
quantity regulation

HS‐
Model3

(18)–(20),
(22)–(24), (26)

Dynamic

HS‐
Model4

(18)–(20),
(22)–(24), (27)

Dynamic
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2.3.5 | HS‐Model4

Another technique to model HS is the node method, which is
defined as HS‐Model4. In HS‐Model4, the mass flow along the
pipeline is discretised into multiple blocks. Then, the outlet
temperature is computed by averaging the historical inlet
temperature with certain loss coefficients. The typical formula
of HS‐Model4 is expressed as:

To
t ¼ KNM

Xt−ξ2t
k¼t−ξ1t

T i
t−k ð27Þ

where KNM is the transfer coefficient; ξ1t and ξ2t are the labels
of time delay in HS‐Model4. The formulas of KNM, χ1t and χ2t
are given in reference 26.

Except for Equations (27), (18)–(20) and (23), (24) in HS‐
Model4 are the same as those in HS‐Model1. The features of
different HS models are summarised in Table 1.

2.4 | Models of coupling units

The coupling units in IESs contain the energy conversion and
cogeneration device. Typical cogeneration devices include the
back‐pressure and extraction combined heat and power (CHP)
units, whose models are listed below.

ϕbp ¼ ηbpPbp ð28Þ

ηec ¼
ϕec − ϕec;base

Pec;base − Pec
ð29Þ

where subscripts ‘bp’ and ‘ec’ are the symbols of back pressure
and extraction CHP units; η is the thermal‐electric coefficient;
ϕbase and Pbase are the rated thermal and electric power output
of the extraction CHP units.

Typical energy conversion devices include the electric
boilers (EB), heat pumps (HP), gas turbines (GT) and power to
gas (P2G) facilities. The EB and HP consume the electric
power to generate thermal power, whose models are:

ϕeb ¼ ηebPeb;ϕhp ¼ ηhpPhp ð30Þ

where subscripts ‘eb’ and ‘hp’ are the symbols of EB and HP;
ηeb and ηhp are the efficiencies of EB and HP. The GT con-
sumes gas flow to generate electric power, while the P2G
transforms the abundant electric power to generate gas flow.
Their models are:

Pgt ¼ ηgtqgthg; qpg ¼
ηpgPpg

hg
ð31Þ

where subscripts ‘gt’ and ‘pg’ are the symbols of GT and P2G,
respectively; ηgt and ηpg are the efficiencies of GT and P2G; hg
is the calorific value of gas.

3 | BENCHMARKING METHODS FOR
ENERGY FLOW ANALYSIS

According to Table 1, dynamics and nonlinearity are two main
features when utilising the IES model for analysis. A common
method to handle these problems is to algebraise PDEs and
then solve the obtained AEs jointly.

3.1 | Solutions for PDEs

This section selects the FDM with the Euler implicit scheme
(M1), FDM with central implicit scheme (M2) and MOC as the
benchmarking PDE solvers. The selection of these methods is
based on the following criteria:

1. Applicability: The three methods are highly applicable
and suitable for both linear and nonlinear cases, making
them versatile choices for solving a wide range of PDE
problems.

2. Incorporation of initial and boundary conditions: All three
methods can explicitly incorporate the initial and boundary
conditions of the PDEs under consideration. This ensures
that the solvers can accurately capture the behaviour of the
system at the initial time and along the boundaries.

3. Uniform format: The formats of simulation settings in the
three methods are the same. This uniformity allows for
establishing comparative trials in a more convincing
manner, as it simplifies the process of evaluating and
comparing the performance of the different solvers.

For simplification, the PDEs in Section 3 are summarised
into the following united form.

K 1
∂u
∂x
þ K 2

∂u
∂t
¼ K 3yðuÞ ð32Þ

where u is the vector of state variables to be solved in the
PDEs; K1–K3 are the constant coefficient matrixes; y(u) is the
function of u.

3.1.1 | Finite difference method

The main steps of FDM are as follows.

1. Grid division. The solution domain is divided into a series
of discrete points to form a grid. Uniform grids are usually
used, as shown below.

Δt ¼
Γ
Nt
;Δx¼

L
Nx

ð33Þ

where ∆x is the space step size; Nx and Nt are the numbers
of the space and time steps; Γ is the length of the time
period.
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2. Difference approximation. At discrete points, the de-
rivatives are approximated with certain difference quotients.
In M1, the backward difference quotient is used for
approximation, as shown below.

∂ujþ1
iþ1

∂t
≃

ujþ1
iþ1 − uj

iþ1

Δt

∂ujþ1
iþ1

∂x
≃

ujþ1
iþ1 − ujþ1

i

Δx

0 ≤ i ≤ Nx

0 ≤ i ≤ Nt

y ujþ1
iþ1

� �
¼ y ujþ1

iþ1

� �

8
>>>>>>>>>><

>>>>>>>>>>:

ð34Þ

In M2, the central difference quotient is used for approxi-
mation, as shown below.

∂uiþ0:5
iþ0:5

∂t
≃

ujþ1
i þ ujþ1

iþ1 − uj
i − uj

iþ1

2Δt
0 ≤ i ≤ Nx

∂uiþ0:5
iþ0:5

∂x
≃

uj
iþ1 þ ujþ1

iþ1 − uj
i − ujþ1

i

2Δx
0 ≤ j ≤ Nt

y uiþ0:5
iþ0:5

� �
≃

y ujþ1
i

� �
þ y ujþ1

iþ1

� �
þ y uj

i

� �
þ y uj

iþ1

� �

4

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð35Þ

3. Form a difference equation set. Replace the derivatives in
the PDE with the approximations. Then, the PDE is dis-
cretised into a system of AEs.

4. Solve the AE set. Combining with the initial and boundary
conditions, the numerical solution is obtained by solving the
AE sets.

3.1.2 | Method of characteristics

The main steps of MOC are as follows.27

1. Determine and solve the characteristic equation. This is
obtained by constructing total differentiation of u.

du
dt
¼

dx
dt

∂u
∂x
þ
∂u
∂t
;

dx
dt
¼

K 1

K 2
ð36Þ

2. Transform the PDE into ODE along the characteristic line.
Substituting the characteristic equation with the original
PDE, the ODE along the characteristic line is then
obtained.

du
dt
¼

K 3

K 2
yðuÞ;

dx
dt
¼

K 1

K 2
ð37Þ

3. Solve the ODEs along the characteristic line. The ODEs
are solved along each characteristic line to obtain the
solution.

4. Reconstruct the solution. Finally, the solutions along the
characteristic curves are combined to reconstruct the so-
lution in the original domain.

3.2 | Solutions for AEs

After algebraizing the PDEs, only AEs remain unsolved in
energy flow analysis, as shown in Equation (38).

f ðuÞ ¼ 0 ð38Þ

where f is the AE set of IES models in Table 1.
A typical solver for nonlinear AE sets is the NR method.

The corresponding iterative equation, unbalanced vector and
convergence condition of the NR method are as follows.

ΔuðkÞ ¼ J ðkÞ
� �−1

Δf ðkÞ

uðkþ1Þ ¼ ΔuðkÞ þ ΔuðkÞ
�
�ΔuðkÞ

�
� ≤ ε

8
>>><

>>>:

ð39Þ

where superscript (k) is the number of iterations; ε is the
convergence limit; J is the Jacobian matrix of the AE set; Δu
and Δf are the unbalanced vectors of the state variables and
equations.

As for the linear AE set, the solution can be directly ob-
tained using matrix inversion, as shown below.

u ¼ J −1f ð40Þ

4 | METHOD IMPLEMENTATION IN
STATIC ANALYSIS

4.1 | Analysis in PS

It is assumed that there are Ne buses in the PS, including Ne1
PQ buses, Ne2 PV buses and one slack bus. In this condition,
Ne − 1 phase angle and Ne1 voltage magnitude are to be solved.
Correspondingly, Ne − 1 set of (1) can be built for active power
balance at PV and PQ buses, Ne1 set of (2) can be built for
reactive power balance at PQ buses. Since the numbers of
variables and equations are the same, the closure of the
equation set in the PS is guaranteed. Substituting the PS model
into (39), we have:

ue ¼ U θ½ �
T
; fe ¼ fe1 fe2½ �

T
ð41Þ

J e ¼
∂fe1= ∂ U ∂fe1= ∂ θ
∂fe2= ∂ U ∂fe2= ∂ θ

� �

ð42Þ
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where U is the vector of voltage magnitude of PQ buses; θ is
the vector of phase angle of PV and PQ buses; fe1 is the active
power balance equation at PV and PQ buses; fe2 is the reactive
power balance equation at PQ bus. The detailed expressions of
Je can be found in reference 15.

4.2 | Analysis in GS

Static analysis in GS refers to the utilisation of GS‐Model6.
Similar to the PS analysis, the nodes in the GS are classified
into two types according to the known and unknown variables.
As shown in Table 2, the first type corresponds to the gas
sources with known pressures, the second type corresponds to
the gas loads with known mass flow rates.

Assuming that there are Ng nodes and Nb1 pipelines in the
GS, the variable distribution is presented in Figure 1 including
Ng node pressures, Ng node mass flow rates and 2Nb1 pipeline
mass flow rates. Correspondingly, Ng set of (11) for mass
conservation at nodes (defined as fg1) and Nb1 set of (16) for
pipeline equations (defined as fg2) can be built. To ensure the
closure, Nb1 boundary conditions are needed, as shown in
Equation (43) (defined as fg3).

pnd;i − φgp;i ¼ 0
qnd;j − φgq;j ¼ 0

�

i ∈ Θsr
g ; j ∈ Θld

g ð43Þ

where Θsr
g and Θld

g are the sets of source and load nodes in the
GS, φgp and φgq are the boundary conditions of node pressures
and mass flow rates.

With these settings, the expressions of (39) in static gas
flow analysis are as follows.

ug ¼ pnd q qnd½ �
T
; fg ¼ fg1 fg2 fg3

� �T
ð44Þ

J g ¼
0 A −1

∂fg2= ∂pnd ∂fg2= ∂q 0
∂fg3= ∂pnd 0 ∂fg3= ∂qnd

2

4

3

5 ð45Þ

4.3 | Analysis in HS

Static analysis in HS refers to the utilisation of HS‐Model3 and
is further characterised by regulation mode. It is assumed that
there are Nh nodes, Nb2 pipelines and Nl loops in the HS,
including Nh1 source nodes, Nh2 intermediate nodes and Nh3
load nodes (Nh = Nh1 þ Nh2 þ Nh3).

4.3.1 | Quality regulation

The variables in quality‐regulated HSs contain Nh node ther-
mal power, 2Nh node supply and return temperatures, 2Nb2
pipeline inlet and outlet temperatures in the supply network
and 2Nb2 pipeline inlet and outlet temperatures in the return
network. The variable distribution in the HS is shown in
Figure 2. Similarly, the nodes in quality‐regulated HS are
classified into three types for clarification, as shown in Table 3.
Types I and II correspond to the source nodes for power and
temperature regulation, respectively. Type III corresponds to
the load and intermediate nodes.

Accordingly, Nh þ Nh2 sets of (22) can be built for energy
conservation at nodes (defined as fh1), including Nh1 þ Nh2
sets in the supply network and Nh2 þ Nh3 sets in the return
network. 2Nb2 set of (23) (defined as fh2) and 2Nb2 sets of (26)
(defined as fh3) can be built for pipeline temperature. Nh − Nh2
sets of (24) can be built for thermal power at source and load
nodes (defined as fh4). Thus, Nh sets of boundary conditions
(defined as fh5) are needed as follows, where Θsl

h is the set of
Type I nodes in the HS, φhT and φhϕ are the boundary con-
ditions of node supply temperature and thermal power.

Ts
nd;i − φhT ;i ¼ 0 i ∈ Θsl

h

ϕnd;j − φhϕ;j ¼ 0 j ∈ Θh; j ∉ Θsl
h

8
<

:
ð46Þ

In the energy flow analysis of the HS, two methods are
developed, including the united method and decoupling
method. The former constructs a high‐dimensional equation
set and solves all the equations together. The latter solves the
equations in supply and return networks separately and con-
verges through iteration. In the united methods, the elements
in Equation (40) are shown below.

uh ¼ T s
nd T r

nd T i;s T o;s T i;r T o;r ϕ
� �T

fh ¼ fh1 fh2 fh3 fh4 fh5½ �
T

(

ð47Þ

TABLE 2 Node variable distribution in gas system.

Node type Known variables Unknown variables

Source node pnd qnd

Load node qnd pnd

F I GURE 1 Variable distribution in the gas system. F I GURE 2 Variable distribution in the heating system.
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J h ¼

∂fh1
∂T s

nd

∂fh1
∂T r

nd
0

∂fh1
∂T o;s 0

∂fh1
∂T o;r 0

∂fh2
∂T s

nd

∂fh2
∂T r

nd

∂fh2
∂T i;s 0

∂fh2
∂T i;r 0 0

0 0
∂fh3
∂T i;s

∂fh3
∂T o;s

∂fh3
∂T i;r

∂fh3
∂T o;r 0

∂fh4
∂T s

nd

∂fh4
∂T r

nd
0 0 0 0

∂fh4
∂ϕ

∂fh5
∂T s

nd
0 0 0 0 0

∂fh5
∂ϕ

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

ð48Þ

where Jh is the Jacobian matrix in the HS.
The decoupling method in the HS analysis involves the

following detailed steps, as summarised in Figure 3a.

1. Initialise the supply temperatures of Type II nodes as Ts;init
nd .

2. Solve the equations in the supply network and obtain all the
node supply temperatures.

3. Solve the return temperature of the load nodes and then
obtain all the node return temperatures.

4. With the return temperature in Step (3), obtain the calcu-
lated supply temperature of the Type II node as T s;calc

nd .
5. If T s;init

nd and T s;calc
nd satisfy (49), the procedure ends; else

turn to Step (6).

max
�
�
�T s;init

nd;j − T s;calc
nd;j

�
�
� ≤ ε j ∈ Θsr

h ; j ∉ Θsl
h ð49Þ

where Θsr
h is the set of the source nodes in the HS.

6. Set T s;calc
nd as the initialised supply temperatures of Type II

nodes. Return to Step (2).

4.3.2 | Quantity regulation

Under quantity regulation, the HS model is nonlinear and (39)
is used. In this mode, the nodes are classified into four types, as
shown in Table 4. Types I and II correspond to the source
nodes for power and temperature regulation, respectively.
Types III and IV correspond to the intermediate and load
nodes, respectively.

Despite 3Nh þ 4Nb2 variables mentioned in Section 4.3.1,
extra Nh þ Nb2 variables are added in the quantity‐regulated
HS, including Nh node mass flow rate and Nb2 pipeline mass
flow rate. Besides fh1 − fh4, Nh sets of (18) can be built for
mass conservation and Nl sets of (19) can be built for pressure
balance (defined as fh6). Since Nb2 = Nh − 1 þ Nl according to
graph theory, 2Nh − 1 sets of boundary conditions are addi-
tionally needed. Therefore, the boundary condition fh5 in
quantity‐regulated HS is modified as:

Ts
nd;i − φhT ;i ¼ 0 i ∈ Θsr

h

ϕnd;j − φhϕ;j ¼ 0 j ∈ Θh; j ∉ Θsl
h

mnd;k ¼ 0 i ∈ Θint
h

Tr
nd;b − φhT ;b ¼ 0 b ∈ Θld

h

8
>>>>>><

>>>>>>:

ð50Þ

where Θint
h and Θld

h are the sets of the intermediate and load
nodes in the HS, respectively.

Accordingly, the united method for quantity‐regulated HSs
differs from for quality‐regulated HSs in two aspects. First, m

TABLE 3 Node variable distribution in quality‐regulated heating
system.

Node type Known variables Unknown variables

Type I Ts
nd Tr

nd , ϕ

Type II ϕ Ts
nd , T

r
nd

Type III ϕ Ts
nd , T

r
nd

F I GURE 3 Static energy flow analysis in the HS using decoupling
method. (a) Energy flow analysis in the quality‐regulated HS; (b) energy
flow analysis in the quantity‐regulated HS. HS, heating system.

TABLE 4 Node variable distribution in quantity‐regulated heating
system.

Node type Known variables Unknown variables

Type I Ts
nd Tr

nd , ϕ

Type II ϕ, Ts
nd mnd, Tr

nd

Type II ϕ, mnd Ts
nd , T

r
nd

Type IV ϕ, Tr
nd mnd, Ts

nd
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and mnd will be added into uh. Second, fh5 in reference (50)
and fh6 will be used to modify Jh. Therefore, the decoupling
method for quantity‐regulated HSs are modified below, as
summarised in Figure 3b.

1. Initialise the return temperatures of Type II nodes as T r;init
nd

and the supply temperatures of Type IV nodes as T s;init
nd .

2. Obtain mnd at Type II nodes and Type IV nodes using (24).
3. Solve fh6 and obtain all the pipeline mass flow rate m.
4. Solve the equations in the supply network and obtain T s;calc

nd
at Type IV nodes. Solve the equations in the return network
and obtain T r;calc

nd at Type II nodes.
5. If T r;init

nd , T s;init
nd , T r;calc

nd and T s;calc
nd satisfy (51), the pro-

cedure ends; else turn to Step (6).

max
Ts;calc
nd;i − Ts;init

nd;i

T r;calc
nd;j − Tr;init

nd;j

j ≤ ε
i ∈ Θld

h

j ∈ Θsr
h ; j ∉ Θsl

h

�
�
�
�
�
�

ð51Þ

6. Set T r;calc
nd as the initialised return temperatures of Type II

nodes and T s;calc
nd as the initialised supply temperatures of

Type IV nodes. Return to Step (2).

4.4 | Analysis in IES

In an IES, the boundary conditions within a subsystem are
influenced by other subsystems to some extent. In such cases, a
combined analysis is necessary. The framework for IES anal-
ysis can be categorised into two types: independent and
combined frameworks.

4.4.1 | Independent framework

In this paper, the independent framework refers to an
approach wherein subsystems exchange information only once,
without iteration or modification. Each subsystem is solved
separately, avoiding the need to solve the high‐dimensional IES
model. This framework is primarily suitable for unidirectionally
coupled IES or bidirectional weakly coupled IES, where the
coupling units do not participate in power regulation. This
configuration is depicted in Figure 4a,b.

4.4.2 | Combined framework

The combined framework in this paper refers to an approach
where subsystems share partial or complete information and
an iterative and modification process takes place between
them. This framework is primarily suitable for bidirectional
intensively coupled IES, where the coupling unit functions as a
slack node to participate in power regulation. This configura-
tion is depicted in Figure 4c.

The combined framework with partial information
sharing is known as the decoupling method. It solves indi-
vidual models of each subsystem and the solutions are
iteratively adjusted at the coupling units to achieve global
convergence. The decoupling method has the following
characteristics:

1. It avoids solving the high‐dimensional IES model by
solving subsystem models separately.

2. Information exchange occurs only at the coupling units,
ensuring privacy protection.

3. Developing a universal iteration strategy can be challenging
due to different coupling relationships.

4. Iterations between subsystems require significant compu-
tational burden and may lead to divergence.

The combined framework with complete information
sharing is known as the united method. It combines all the
equations and formulates a high‐dimensional Jacobian matrix
for problem solving, as shown below.

J cp ¼

J e 0 0 ∂fe=∂ uc

0 J g 0 ∂fg=∂ uc

0 0 J h ∂fh=∂ uc

∂fc=∂ ue ∂fc=∂ ug ∂fc=∂ uh ∂fc=∂ uc

2

6
6
6
4

3

7
7
7
5
ð52Þ

where fc is the vector of equations at coupling units, Jcp is the
united Jacobian matrix in static analysis.

The typical framework of the united method is shown in
Figure 3b. It has the following characteristics:

1. It solves a high‐dimensional equation set and requires sig-
nificant computational cost and storage capacity.

2. It can effectively mitigate the issue of alternating errors.
3. It requires complete information sharing and is not

conducive to privacy protection among multiple entities.

F I GURE 4 Typical structure of IES. (a) Unidirectionally coupled IES;
(b) bidirectional weakly coupled IES; (c) bidirectional intensively coupled
IES. IES, integrated energy system.
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5 | METHOD IMPLEMENTATION IN
DYNAMIC ANALYSIS

In this section, dynamic GS and HS models from Table 1 are
utilised for analysis, introducing two differences compared to
static analysis. Firstly, the states at different time steps are
interrelated, requiring a sequential analysis. Secondly, the
algebraic pipeline models in the GS and HS are replaced with
PDEs, which may introduce discrete pipeline variables into the
analysis.

5.1 | Analysis in GS

According to Table 1, the mainstream dynamic GS models are
described by PDAEs. Thus, the methods described in Sec-
tion 3.1 are initially required to discretise the pipeline equa-
tions, introducing 2(Nx þ 1) variables for each pipeline. In this
condition, the variables in the GS include Ng node pressures,
Ng node mass flow rates, ∑(Nx þ 1) pipeline mass flow rates
and ∑(Nx þ 1) pipeline pressures.

Correspondingly, 2Ng þ 2∑(Nx þ 1) equations can be
built to ensure the closure. Besides fg1 and fg3, 2Ng pressure
continuity equations in (10) can be formulated to relate pipe-
line and node pressures (defined as fg4), ∑Nx algebraic con-
tinuity equations (defined as fg21) and ∑Nx algebraic
momentum equations (defined as fg22) can be formulated to
discretise pipeline equations. Taking GS‐Model2 as an example,
fg21 and fg22 formulated by M1–M3 are given as follows.

M1: FDM with Euler implicit scheme

pjþ1iþ1 − pjiþ1
Δt

þ
c2

S
qjþ1iþ1 − qjþ1i

Δx
¼ 0

pjþ1iþ1 − pjþ1i

Δx
þ

qjþ1iþ1 − qjiþ1
SΔt

þ
λgc2 qjþ1iþ1

� �2

2DS2pjþ1iþ1

¼ 0

0 ≤ i ≤ Nx − 1， 0 ≤ j ≤ Nt − 1

8
>>>>>>>>>><

>>>>>>>>>>:

ð53Þ

M2: FDM with central implicit scheme

pjþ1i þ pjþ1iþ1 − pjiþ1 − pji
Δt

þ
c2

S
qjiþ1 þ qjþ1iþ1 − qji − qjþ1i

Δx
¼ 0

pjiþ1 þ pjþ1iþ1 − pji − pjþ1i

Δx
þ

qjþ1i þ qjþ1iþ1 − qjiþ1 − qji
SΔt

þ
λc2

4DS2
qjþ1i

� �2

pjþ1i

þ
qjþ1iþ1

� �2

pjþ1iþ1

þ
qji
� �2

pji
þ

qjiþ1
� �2

pjiþ1

0

B
@

1

C
A¼ 0

0 ≤ i ≤ Nx − 1， 0 ≤ j ≤ Nt − 1

8
>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>:

ð54Þ

M3: MOC

pjþ1i − pji−1 þ
c
S

qjþ1i − qji−1
� �

þ
λgc2Δx
4DS2

qjþ1i þ qji−1
� �2

pjþ1i þ pji−1
¼ 0

1 ≤ i ≤ Nx; 0 ≤ j ≤ Nt − 1
ð55Þ

pjiþ1 − pjþ1i þ
c
S

qjþ1i − qjiþ1
� �

þ
λgc2Δx
4DS2

qjþ1i þ qjiþ1
� �2

pjþ1i þ pjiþ1
¼ 0

0 ≤ i ≤ Nx − 1; 0 ≤ j ≤ Nt − 1
ð56Þ

With the above equations, dynamic energy flow analysis in the
GS can be performed. For linear scenarios with GS‐Model4 or
GS‐Model5, Equation (40) is employed. The corresponding
vectors and matrixes are as given in Equations (57) and (58). It
should be noted that the expressions of ∂fg21/∂p, ∂fg21/∂q,
∂fg22/∂p, ∂fg22/∂q are determined by the PDE solver and not
listed in this paper.

ug ¼ pnd qnd p q½ �
T

f g ¼ fg1 fg21 fg22 fg3 fg4
� �T

8
><

>:
ð57Þ

J g ¼

0 ∂fg1=∂q 0 −1
∂fg21=∂p ∂fg21=∂q 0 0
∂fg22=∂p ∂fg22=∂q 0 0

0 0 ∂fg3=∂pnd ∂fg3=∂qnd

∂fg4=∂p 0 ∂fg4=∂pnd 0

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

ð58Þ

For nonlinear scenarios with GS‐Model1, GS‐Model2 and GS‐
Model3, Equation (39) is employed for analysis. Meanwhile,
ug, fg, Jg in Equations (57) and (58) remain unchanged.

5.2 | Analysis in HS

5.2.1 | Quality regulation

Among various dynamic HS models, HS‐Model1 is described
by PDAEs, whereas HS‐Model3 and HS‐Model4 are described
by AEs. When utilising HS‐Model3 or HS‐Model4, the distri-
bution of variables and equations remains the same as that in
static analysis and the methods in static analysis in Section 3.3.1
are also suitable for dynamic analysis. The only difference is
replacing (25) with (26) or (27) to formulate fh3.

As for utilising HS‐Model1, the methods in Section 3.3.1
are still effective. The only difference is caused by the
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discretisation of pipeline equations in PDE form, thereby
affecting the distribution of variables and equations. In such
cases, (25) is replaced with (59) or (60) or (61) to formulate fh3,
as shown below.

M1: FDM with Euler implicit scheme

Tjþ1
iþ1 ¼ μ1T

jþ1
i þ μ2T

j
iþ1 r ¼ Cwmλh

μ1 ¼
rvΔt

rΔxþ rvΔtþ vΔtΔx
0 ≤ i ≤ Nx − 1

0 ≤ j ≤ Nt − 1

μ2 ¼
rΔx

rΔxþ rvΔtþ vΔtΔx

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð59Þ

M2: FDM with central implicit scheme

Tjþ1
iþ1 ¼ μ1T

j
i þ μ2T

jþ1
i þ μ3T

j
iþ1

μ1 ¼
2rΔxþ 2rvΔt − vΔtΔx
2rΔxþ 2rvΔt þ vΔtΔx

0 ≤ i ≤ Nx − 1

μ2 ¼
−2rΔxþ 2rvΔt − vΔtΔx
2rΔxþ 2rvΔt þ vΔtΔx

0 ≤ j ≤ Nt − 1

μ3 ¼
2rΔx − 2rvΔt − vΔtΔx
2rΔxþ 2rvΔt þ vΔtΔx

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

ð60Þ

M3: MOC

Tjþ1
iþ1 ¼

2r − Δx
2r þ Δx

Tj
i

0 ≤ i ≤ Nx − 1
0 ≤ j ≤ Nt − 1 ð61Þ

Accordingly, (47) and (48) are modified as:

uh ¼ T s
nd T r

nd T s T r T r
nd

� �T

fh ¼ fh1 fh2 fh3 fh4 fh5½ �
T

(

ð62Þ

J h ¼

∂fh1=∂T s
nd ∂fh1=∂T s

nd ∂fh1=∂T s ∂fh1=∂T r 0

∂fh2=∂T s
nd ∂fh2=∂T r

nd ∂fh2=∂T s ∂fh2=∂T r 0

0 0 ∂fh3=∂T s ∂fh3=∂T r 0

∂fh4=∂T s
nd ∂fh4=∂ T r

nd 0 0 ∂fh4=∂ ϕ

∂fh5=∂T s
nd 0 0 0 ∂fh5=∂ ϕ

2

6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
5

ð63Þ

Also, the decoupling method for dynamic energy flow
analysis in quality‐regulated HSs is accordingly modified, as
shown in Figure 5a.

5.2.2 | Quantity regulation

In the context of quantity‐regulated HS, the methods for static
analysis are similar to dynamic analysis with a few differences.
These differences can be summarised as follows.

1. Pipeline equations. The static pipeline equation in HS‐
Model2 is replaced with those in the dynamic models.
Correspondingly, uh, fh3 and Jh are modified according to
the used model.

2. Updating the initial guess at each time step. In dynamic
analysis, the initial guess for the nonlinear problem needs to
be updated at each time step. There are two common
methods to determine the initial guess for dynamic analysis.
The first method involves performing a static analysis at
each time step and the obtained results are used as the initial
guess for the dynamic analysis. The second method uses the
results of the static analysis as the initial guess for the dy-
namic analysis at t = 0 and then the results of the dynamic
analysis at time t are used as the initial guess at t = t þ 1.

With these differences, the decoupling method and united
method can be adjusted accordingly. Regarding the decoupling
method, the detailed steps are modified as follows and the
procedure is summarised in Figure 5b.

1. Set t = 0 and perform the static analysis.

F I GURE 5 Dynamic energy flow analysis in the HS using decoupling
method. (a) Energy flow analysis in the quality‐regulated HS; (b) energy
flow analysis in the quantity‐regulated HS. HS, heating system.
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2. The results in Step (1) are used as initial guesses for dy-
namic analysis at t = 0.

3. Obtain mnd of Type II nodes and Type IV nodes at t.
4. Solve fh6 and obtain all the pipeline mass flow rate m at t.
5. Solve the equations in the supply network and obtain T s;calc

nd
at Type IV nodes at t. Solve the equations in the return
network and obtain T r ;calc

nd at Type II nodes at t.
6. If T r;init

nd , T s;init
nd , T r;calc

nd and T s;calc
nd satisfy (51), turn to Step

(7); else turn to Step (6).
7. Set T r;calc

nd as the initialised return temperatures of Type II
nodes and T s;calc

nd as the initialised supply temperatures of
Type IV nodes. Return to Step (3).

8. If t > Γ, the procedure ends. Else, set t = t þ ∆t and the
results of Step (4) as the initial guess at t, return to Step (3).

5.2.3 | Analysis in IES

Likewise, the frameworks in Section 4.4 also apply to dynamic
energy flow analysis. The differences lie that the static models
of HS and GS should be replaced with the dynamic models in
the framework, along with the corresponding solutions. The
comparisons between the static and dynamic analysis in IESs
are illustrated in Figure 6.

6 | CASE STUDY‐MODEL
ILLUSTRATIONS AND METHOD
IMPLEMENTATIONS

This section presents a comprehensive comparison between
various IES models. As the PS model is relatively mature in
IES, the comparison mainly focuses on the GS and HS models.

Overall, six widely‐used cases are investigated in different
scenarios, including 3 HSs and 3 GSs. All the case data (system
topology, simulation settings, initial guesses, detailed results,
etc.) are open‐source for reproducing and further utilisation.

6.1 | Comparisons of GS models

In this section, three cases are presented, including a 11‐node
GS, a 27‐node GS and a 133‐node GS, as shown in Figure 7.
Case 1 and Case 3 are collected from GasLib.28 Case 2 is
modified from reference 10. The data of three cases are
summarised in reference 29. We would like to emphasise that
each model has its corresponding applicable scenarios. This
case study aims to showcase the simulation results of different
methods and guide their implementation for scholars, rather
than highlighting the comparison between different models. To
illustrate the comparisons more convincingly, M2 is firstly used
to solve dynamic GS models considering its applicability.
Specifically, w in GS‐Model4 and GS‐Model5 is calculated ac-
cording to the methods in reference 3. GS‐Model6 is solved
with NR method in Equation (39). The three GSs operate with
constant pressure boundaries. The number of time steps is 720.
The simulation step sizes are shown in Table 4. ε is 10−3 in
both static and dynamic analysis.

6.1.1 | Case 1: 11‐node GS

The more detailed simulation settings and results are open‐
source in reference 30. The results are summarised in the
Case1‐Result file M2‐GS document, including node variables
and pipeline variables at each time step. The initial guesses at

F I GURE 6 Energy flow analysis in IESs. (a) Static energy flow analysis
in IESs; (b) dynamic energy flow analysis in IESs. IESs, integrated energy
systems.

F I GURE 7 Test cases of gas systems. (a) GS‐Case 1; (b) GS‐Case 2;
(c) GS‐Case 3. GS, gas system.
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each time step are provided in the Case1‐Settings file. Some of
the Jacobian matrixes Jg during the iterative process are pro-
vided in the Case1‐Matrix file for references. Specifically, Jg in
GS‐Model4 and GS‐Model5 is constant, while that in the other
models vary at each time step.

Figure 8a–d depicts some of the simulation results. Based
on the simulations, it can be observed that neglecting the
convection and acceleration terms has a negligible impact on
the simulation results in the given scenario. However,
neglecting the nonlinearity and dynamics of gas flow leads to
significant differences. In static models, the simulation results
are independent of ∆t and are solely determined by the
boundary conditions. In this case, the results of static models
reflect the stable states of the variations and keep the same
stepped trajectory as boundary conditions. Nevertheless, these
simplifications contribute to improving efficiency, as they
reduce the dimension of Jg in GS‐Model6 and eliminate the
need for matrix inversion in GS‐Model4 and GS‐Model5.

6.1.2 | Case 2: 27‐node GS

The detailed results and settings in Case 2 are summarised in
the same manner and provided in the Case2‐related files in
reference 30. The performance comparisons in Case 2 are
similar to those in Case 1. The difference is that the dimension
of pipeline variables in Case 2 is much larger than that in Case
1, making the complexity comparison between dynamic and
static models more distinct. Some of the simulation results are
presented in Figure 9.

6.1.3 | Case 3: 133‐node GS

Similarly, the results and settings in Case 3 are open‐source in
reference 30. According to Figure 10c, the mass flow rate at
sources becomes positive during several periods in the static
model and is impractical, while those in dynamic models
remain negative. This emphasises the significance of modelling
gas flow dynamics in the GS. Moreover, the complexity caused
by pipeline discretisation is more significant than the former
two cases, resulting in a considerable computation burden in
dynamic energy flow analysis.

6.2 | Solution comparisons in GS

With the three GSs, M1 and M3 are also implemented in en-
ergy flow analysis for references. The simulation settings in this
part are almost the same as Section 4.1. The difference is that
the Courant‐Friedrichs‐Lewy (CFL) condition15 restricts the
selection of ∆x and ∆t in M3. Thus, M3 is unsuitable for Case
2 and Case 3 and is only implemented in Case 1, as summarised
in Table 5. The results and settings of M1 and M3 are provided
in the M1‐GS and M3‐GS documents in reference 30. It should
be noted that M1 diverges in Case 3, hence, the corresponding
results are not provided.

6.3 | Comparisons of HS models

Three cases in this section include a 35‐node HS, a 51‐node
HS and a 225‐node HS, as shown in Figure 11. Three cases
are obtained from,4,8,9 respectively. The data of three cases
are provided in reference 29. The HSs are assumed to
operate under quality regulation mode because four HS
models mainly differ in thermal part. The decoupling
method is used to solve the HS models. The temperature
distribution in HS‐Model3 and HS‐Model4 when t − ξ < 0
is set as the initial condition. The simulation period is 24 h
and ∆t is 120 s. The analytical method in reference 31 is
used to solve HS‐Model1, which can avoid the potential
numerical fluctuations caused by FDM. ε is 10−3°C in both
static and dynamic analysis.

F I GURE 8 Results in GS‐Case 1. (a) qnd,1; (b) pnd,11; (c) qnd,2;
(d) number of iterations. GS, gas system.

F I GURE 9 Results in GS‐Case 2. (a) qnd,1; (b) pnd,27; (c) qnd,20;
(d) number of iterations. GS, gas system.

F I GURE 1 0 Results in GS‐Case 3. (a) qnd,20; (b) pnd,133; (c) qnd,79;
(d) number of iterations. GS, gas system.
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6.3.1 | Case 1: 35‐node HS

In this case, node 31 is the Type I node for power regulation,
while nodes 1 and 32 are the Type II nodes for temperature
regulation. The detailed simulation settings and results are
open‐source in reference 32 and summarised in the Case1‐
Result file in the HS‐Model document, including node sup-
ply and return temperatures at each time step. The initial
guesses at each time step are provided in the Case1‐Settings
file. Figure 11a–c depicts some of the simulation results.
According to the simulations, we can find that the results of
HS‐Model1, HS‐Model3 and HS‐Model4 are almost the same.
The differences between the three dynamic models mainly

exist in the early stage. This is because the temperature dis-
tribution when t − ξ < 0 is set as the initial condition in HS‐
Model3 and HS‐Model4, while that in HS‐Model1 is deter-
mined by both initial condition and the corresponding
transfer loss.

In contrast, the simulated temperatures of HS‐Model2
exhibit noticeable disparities compared to the dynamic
models. Despite the simplification of the ∂T/∂t term causing a
delay in temperature variations in the dynamic models, the
simulated thermal power remains nearly identical, particularly
when the temperature variation stabilises, as depicted in
Figure 12c. This can be attributed to the fact that the repre-
sentation of temperature loss in static models is not simplified
and closely resembles that of dynamic models. This charac-
teristic renders static models suitable for relatively coarse an-
alyses that prioritise computational efficiency, such as scenario
reduction in planning problems.

6.3.2 | Case 2: 51‐node HS

In this case, node 1 is the Type I node for power regulation.
The results and settings are summarised in the Case2‐Result
file of the HS‐Model document.32 Some of the results are
shown in Figure 13. According to Figure 13a,d, the results of
the HS‐Model2 distinctly lag behind those of HS‐Model1, HS‐
Model3 and HS‐Model4. The time delay varies between
different nodes. For instance, the distance between nodes 1
and 26 is longer than that between nodes 1 and 51, causing the
time delay in Figure 13a larger than that in Figure 13d.

6.3.3 | Case 3: 225‐node HS

In this case, node 223 is the Type I node for power regulation,
while nodes 1 and 224 are the Type II nodes for temperature
regulation. The results are summarised in the Case3‐Result file
of the HS‐Model document,32 part of which is shown in
Figure 14. The comparisons between four models are similar
to those in Cases 2 and 3. However, the decoupling method
converges much slowly in HS‐Model2. In such cases, the united
method may be a better solution.

TABLE 5 Simulation steps of three methods in the gas systems.

Case M1 M2 M3

1 ∆x = 2500 m,
∆t = 120 s

∆x = 2500 m,
∆t = 120 s

∆x = 11,000 m, ∆t = 30 s

2 ∆x = 1000 m,
∆t = 120 s

∆x = 500 m,
∆t = 120 s

Unsuitable for GS with
short pipelines

3 ∆x = 500 m,
∆t = 120 s

—

F I GURE 1 1 Test cases of heating systems. (a) HS‐Case 1; (b) HS‐
Case 2; (c) HS‐Case 3. HS, heating system.

F I GURE 1 2 Results in HS‐Case 1. (a) Ts
nd;1; (b) T

r
nd;32; (c) ϕ31;

(d) number of iterations. HS, heating system.
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6.4 | Solution comparisons in HS

With the three HSs, M1, M2 and M3 are also adopted to solve
the PDEs in HS‐Model1 for illustration. The simulation steps
are shown in Table 6. The detailed results are open‐source in
the M1‐Result, M2‐Result and M3‐Result files in the HS‐
Methods documents for reference 32.

7 | CASE STUDY‐ANALYSIS OF IES

This section focuses on the method implementations in the
IES for benchmarking. The analysis is performed in a large‐
scale IES composed of a 118‐bus PS, a 225‐node HS and a
133‐node GS. The 118‐bus PS is modified from the IEEE
118‐bus test system. The 225‐node HS and 133‐node GS are
from Section 4. Three systems are coupled with one back‐
pressure CHP unit, two EBs, five GTs and one P2G. The
parameters and structure of the two cases are given in refer-
ence 29 and Figure 15, respectively. To balance the modelling
accuracy and complexity, GS‐Model2 and HS‐Model1 are

adopted to model the GS and HS, respectively. M2 and
analytical methods in reference 31 are used to solve GS and HS
models. The simulation period is 24 h and ∆t is 120 s.

Since our target is to illustrate the differences between the
independent and combined frameworks in IES analysis, the
coupling relationships between the subsystems are different in
the following two sections. To be specific, nodes 1, 223 and
224 in the HS are connected to buses 27, 54 and 15 in the PS,
wherein buses 27 and 224 are PQ buses and bus 54 is PV bus.
Nodes 79, 90, 98, 130 and 133 in the GS are connected to
buses 59, 49, 61, 12 and 10 in the PS, wherein buses 49, 61, 12
and 10 are PV buses and bus 59 is PQ bus. In Section 6.1, node
89 in the GS is connected to bus 80 in the PS, wherein bus 80
is the PV bus. In Section 6.2, node 89 in the GS is connected
to bus 69 in the PS, wherein bus 69 is the slack bus.

7.1 | Independent framework

In this section, GT5 is connected to bus 80 in the PS and
works as the PV bus. The system in Figure 14 is a bidirectional
weakly coupled IES, wherein no iterations or modifications
exist between the subsystems. The scholars can first solve the
GS and HS models to obtain the operational boundaries and
then solve the PS model. The detailed results and settings are
summarised in the IES1‐Results and IES1‐Settings file for
reference 33. Some of the results are depicted in Figure 16.

7.2 | Combined framework

In this section, GT5 is connected to bus 69 in the PS and
works as the slack bus. The system in Figure 15 is a bidirec-
tional intensively coupled IES, wherein the results in the GS
and PS need to iterate until converge. The scholars can
perform the energy flow analysis using the decoupling method,
which involves the following steps.

1. Solve the HS models to obtain the active power generation
at bus 64 and active power load at buses 27 and 15.

2. Initialise the mass flow rate of node 89.
3. Perform the dynamic energy flow analysis in the GS.

F I GURE 1 3 Results in HS‐Case 2. (a) Ts
nd;51; (b) T

r
nd;1; (c) ϕ1;

(d) Ts
nd;26. HS, heating system.

F I GURE 1 4 Results in HS‐Case 3. (a) Ts
nd;225; (b) T

r
nd;1; (c) ϕ223;

(d) number of iterations. HS, heating system.

TABLE 6 Simulation steps of three methods in the heating systems.

Case 1 2 3

∆x 50 m 50 m 200 m

∆t 120 s 120 s 120 s

F I GURE 1 5 Structure of the integrated energy system.
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4. According to the mass flow rate in Step (2), determine the
active power generation of the slack bus as Pinit

G;69.
5. Obtain the active power load at bus 58 and active power

generations at buses 49, 61, 12 and 10.
6. Perform power flow analysis and obtain the calculated

active power generation of the slack bus as Pcalc
G;69.

7. Determine whether
�
�
�Pinit

G;69 − Pcalc
G;69

�
�
� ≤ ε holds. If so, the

calculations at this time step ends. Else, turn to Step (8).
8. Re‐initialise the mass flow rate of node 89 using Pcalc

G;69 and
return to Step (3).

The detailed results and settings are summarised in the
IES2‐Results and IES21‐Settings file in reference 32 for refer-
ence. Some of the results are depicted in Figure 17. Specifically,
Figure 17g refers to the iterations between Step (2) and Step (8)
at each time step. Figure 17h refers to the iterations inside Step
(2) at each time step.

8 | CONCLUSIONS

This paper offers a comprehensive analysis of IES from both
modelling and solution perspectives. A detailed overview of
mainstream IES models and their interrelationships are pre-
sented, including six GS models and four HS models. Addi-
tionally, several widely used solvers for PDEs and AEs are
introduced, along with their applications in different sub-
systems of IES. Specifically, their applications in the GSs and
HSs are further categorised according to the nonlinear and
dynamic features. These models and methods are also imple-
mented in different test systems for illustration. The system
data, simulation settings, computational processes and detailed
results are shared as open‐source, allowing scholars to easily
design and validate their own specific IES analyses. Moreover,
scholars have the flexibility to choose appropriate models for
specific scenarios, considering factors such as computational
time, numerical performance and solvability requirements. In
this context, the results and solution process presented in this

paper can serve as valuable references by adjusting the simu-
lation settings.

Overall, this paper serves as a valuable resource for
scholars seeking a comprehensive understanding of existing
methods for IES analysis and can facilitate customised in-
vestigations and reproducibility in future research.
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